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We set out to compile foundational trends related to Al. A starting collection of several disparate datapoints turned into this beast.
As soon as we updated one chart, we often had to update another — a data game of whack-a-mole...
a pattern that shows no sign of stopping...and will grow more complex as competition
among tech incumbents, emerging attackers and sovereigns accelerates.

Vint Cerf, one of the ‘Founders of the Internet,’ said in 1999, ‘...they say a year in the Internet business is like a dog year —
equivalent to seven years in a regular person's life.” At the time, the pace of change catalyzed by the internet was unprecedented.

Consider now that Al user and usage trending is ramping materially faster...and the machines can outpace us.

The pace and scope of change related to the artificial intelligence technology evolution is indeed unprecedented,
as supported by the data. This document is filled with user, usage and revenue charts that go up-and-to-the-right...
often supported by spending charts that also go up-and-to-the right.

Creators / bettors / consumers are taking advantage of global internet rails that are accessible to 5.5B citizens via
connected devices; ever-growing digital datasets that have been in the making for over three decades;
breakthrough large language models (LLMs) that — in effect — found freedom with the November 2022 launch of
OpenAl’s ChatGPT with its extremely easy-to-use / speedy user interface.

In addition, relatively new Al company founders have been especially aggressive about innovation / product releases / investments /

acquisitions / cash burn and capital raises. At the same time, more traditional tech companies (often with founder involvement) have
increasingly directed more of their hefty free cash flows toward Al in efforts to drive growth and fend off attackers.

And global competition — especially related to China and USA tech developments — is acute.

The outline for our document is on the next page, followed by eleven charts that help illustrate observations that follow.

We hope this compilation adds to the discussion of the breadth of change at play — technical / financial / social / physical / geopolitical.

No doubt, people (and machines) will improve on the points as we all aim to adapt to this evolving journey
as knowledge — and its distribution — get leveled up rapidly in new ways.

Special thanks to Grant Watson and Keeyan Sanjasaz and BOND colleagues who helped steer ideas and bring this report to life.
And, to the many friends and technology builders who helped, directly or via your work, and are driving technology forward.
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Charts Paint Thousands of Words...
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...Charts Paint Thousands of Words...
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Overview...

Overview...

To say the world is changing at unprecedented rates is an understatement.
Rapid and transformative technology innovation / adoption represent key underpinnings of these changes.
As does leadership evolution for the global powers.

Google’s founding mission (1998) was to ‘organize the world’s information and make it universally accessible and useful.’
Alibaba’s founding mission (1999) was to ‘make it easy to do business anywhere.’

Facebook’s founding mission (2004) was ‘to give people the power to share and make the world more open and connected.’

Fast forward to today with the world’s organized, connected and accessible information being supercharged by
artificial intelligence, accelerating computing power, and semi-borderless capital...all driving massive change.

Sport provides a good analogy for Al's constant improvements. As athletes continue to wow us and break records,
their talent is increasingly enhanced by better data / inputs / training.
The same is true for businesses, where computers are ingesting massive datasets to get smarter and more competitive.
Breakthroughs in large models, cost-per-token declines, open-source proliferation and chip performance improvements
are making new tech advances increasingly more powerful, accessible, and economically viable.

OpenAl's ChatGPT — based on user / usage / monetization metrics — is history’s biggest ‘overnight’ success

(nine years post-founding). Al usage is surging among consumers, developers, enterprises and governments.

And unlike the Internet 1.0 revolution — where technology started in the USA and steadily diffused globally —
ChatGPT hit the world stage all at once, growing in most global regions simultaneously.

Meanwhile, platform incumbents and emerging challengers are racing to build and deploy the next layers of Al infrastructure:

agentic interfaces, enterprise copilots, real-world autonomous systems, and sovereign models.

Rapid advances in artificial intelligence, compute infrastructure, and global connectivity are fundamentally reshaping how
work gets done, how capital is deployed, and how leadership is defined — across both companies and countries.

At the same time, we have leadership evolution among the global powers, each of whom is challenging the other’s
competitive and comparative advantage. We see the world’s most powerful countries
revved up by varying degrees of economic / societal / territorial aspiration...

To say the world is changing at unprecedented rates is an understatement.
Rapid and transformative technology innovation / adoption represent key underpinnings of these changes.
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..Overview

...Overview

...Increasingly, two hefty forces — technological and geopolitical — are intertwining.
Andrew Bosworth (Meta Platforms CTO), on a recent ‘Possible’ podcast described the
current state of Al as our space race and the people we're discussing, especially China, are highly capable...
there’s very few secrets. And there’s just progress. And you want to make sure that you're never behind.

The reality is Al leadership could beget geopolitical leadership — and not vice-versa.

This state of affairs brings tremendous uncertainty...yet it leads us back to one of our favorite quotes —
Statistically speaking, the world doesn’t end that often, from former T. Rowe Price Chairman and CEQO Brian Rogers.

As investors, we always assume everything can go wrong, but the exciting part is the consideration of what can go right.
Time and time again, the case for optimism is one of the best bets one can make.
The magic of watching Al do your work for you feels like the early days of email and web search —
technologies that fundamentally changed our world. The better / faster / cheaper impacts of
Al seem just as magical, but even quicker.

No doubt, these are also dangerous and uncertain times.
But a long-term case for optimism for artificial intelligence is based on the idea that intense competition and innovation...
increasingly-accessible compute...rapidly-rising global adoption of Al-infused technology...and thoughtful and
calculated leadership can foster sufficient trepidation and respect, that in turn, could lead to Mutually Assured Deterrence.

For some, the evolution of Al will create a race to the bottom; for others, it will create a race to the top.
The speculative and frenetic forces of capitalism and creative destruction are tectonic.
I's undeniable that it's ‘game on,’ especially with the USA and China and the tech powerhouses charging ahead.

In this document, we share data / research / benchmarks from third parties that use methodologies they deem to be effective —
we are thankful for the hard work so many are doing to illustrate trending during this uniquely dynamic time.
Our goal is to add to the discussion.
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Technology Compounding Over Thousand-Plus Years =

Better + Faster + Cheaper — More...
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...Technology Compounding Over Fifty-Plus Years =

Better + Faster + Cheaper — More

Computing Cycles Over Time — 1960s-2020s, per Morgan Stanley
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Computing Cycles Over Time — 1960s-2020s, per Morgan Stanley
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...360% Annual Growth Over Fifteen Years of... ...360% Annual Growth Over Fifteen Years of...

Compute to Train Al Models Led To... Compute to Train Al Models Led To...
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...200% Annual Growth Over Nine Years of... --200% BN EFIBKE --- BEFHNEEFRNITEIR

Compute Gains from Better Algorithms Led To...
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...150% Annual Growth Over Six Years of...

Performance Gains from Better Al Supercomputers Led To...
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Performance of Leading Al Supercomputers (FLOP/s) — 2019-2025, per Epoch Al
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...167% Annual Growth Over Four Years in... o QEREILRIX 167%: -+ 31K Al A E
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ChatGPT Al User + Subscriber + Revenue Growth Ramps =

Hard to Match, Ever
ChatGPT User + Subscriber + Revenue Growth — 10/22-4/25,
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ChatGPT 5.5x Faster vs. Google ChatGPT [t Google & 5.5 %
Annual Searches by Year (B) Since Public Launches of Google & ChatGPT — 1998-2025, H Google 1 ChatGPT AH &M DRIFEEHRE (B) —1998-2025, £#EK{H: Google #l
per Google & OpenAl OpenAl
R 0
ChatGPT Hit 365B Annual e gl ChatGPT Hit 365B Annual L’ o
Searches in 2 Years (2024) vs. s Searches in 2 Years (2024) vs. s
Google’s 11 Years (2009) . 0 Google’s 11 Years (2009) . ‘ol
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In 1998, tapping emerging Internet access, Google set out to
‘organize the world’s information and make it
universally accessible and useful.’

Nearly three decades later
— after some of the fastest change humankind has seen —
a lot of information is indeed digitized / accessible / useful.

The Al-driven evolution of how we
access and move information is happening much faster...

...Al is a compounder — on internet infrastructure, which allows
for wicked-fast adoption of easy-to-use broad-interest services.

1998 &, A 4RI EEMEZEAN, Google JHan " BIEMHFA
ERER, FEEEBEERR" -

=145 — TR AP WIER) — 22 PRIRA B 2 5 —
REFEHSLER L / "IViA /A M.

N LA RER BRI FAIZBHE R B TURYE

access and Z1FE &4 ch faster...

------ AIERER—MESH — £ LRI b, XSS
TAEH B 2% AR 55 BERS DA RAIEEEHER H o
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Knowledge Distribution Evolution = HIR AR TEAS =

Over ~Six Centuries it ~ N el
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Knowledge Distribution — 1440-1992 = Knowledge Distribution — 1440-1992 =

Static + Physical Delivery... Static + Physical Delivery...

Printing Press — Invented 1440 ERIIFL — ZAHT 1440 4
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...Knowledge Distribution — 1993-2021 = ...Knowledge Distribution — 1993-2021 =
Active + Digital Delivery... Active + Digital Delivery...

Internet — Public Release 1993* HERM — 1993 FE/H G Ahq *

Knowledge Distribution Evolution = Over ~Six Centuries



...Knowledge Distribution — 2022+ =

Active + Digital + Generative Delivery

Generative Al — Public Launch of ChatGPT 2022*

A% & ChatGPT 40

&

Great, I'll gather quantitative global data on how generative Al is impacting knowledge generation

and distribution across all major sectors—including education, research, media, and more.

I'll let you know as soon as the findings are ready.

Global Impact of Generative Al on
Knowledge Generation & Distribution

Generative Al's rapid advancement since 2022 has led to an explosion in Al-created content and
widespread adoption across sectors. Below we compile quantitative global data (2023-2025)
illustrating how generative Al is transforming knowledge generation (content creation) and

distribution (sharing and access) in academia, media, education, enterprise, and beyond,

Surge in Al-Generated Content Creation

* Academic Publications: Al is now contributing to scientific literature. An analysis found that 1%
of all scientific articles published in 2023 showed signs of generative Al involvement
waemon . This amounts to an estimated 60,000 research papers potentially written (in
part} by large language models estamwcancen . Top journals have responded — by late 2023, 87
of the 100 leading journals had issued guidance on using Al tools in writing  =semmemen =

reflecting how commonplace Al-assisted writing has become in research

» News and Media Content: Generative Al is also writing the news. By mid-2024, about 8.96% of
global news articles were Al-generated — roughly 60,000 Al-written news articles published
perday cemes . Misinformation trackers have identified 1.271 news and information
websites across 16 languages that rely on Al-generated content with minimal human
oversight (as of May 2025) reesusmen:e= | a sharp rise from 467 such sites in 2023
Even reputable outlets use Al for routine reporting: the Associated Press, for example, was
automatically generating 40,000 of its 730,000 news stories {5.5%) via Al by mid-2023

. This automation has enabled greater volume and speed in news dissemination.

X Share

- FIRSD K - 2022+ = 8 + BF + &
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& Great, I'll gather quantitative global data on how generative Al is impacting knowledge generation

and distribution across all major sectors—including education, research, media, and more.

I'll let you know as soon as the findings are ready.

Global Impact of Generative Al on
Knowledge Generation & Distribution

Generative Al's rapid advancement since 2022 has led to an explosion in Al-created content and
widespread adoption across sectors. Below we compile quantitative global data (2023-2025)
illustrating how generative Al is transforming knowledge generation (content creation) and

distribution (sharing and access) in academia, media, education, enterprise, and beyond,

Surge in Al-Generated Content Creation

* Academic Publications: Al is now contributing to scientific literature. An analysis found that 1%

of all scientific articles published in 2023 showed signs of generative Al involvement

wanson . This amounts o an estimated 60,000 research papers potentially written (in

part} by large language models cessame

of the 100 leading journals had issued guidance on using Al tools in writing  =semmemen =

reflecting how commonplace Al-assisted writing has become in research

» News and Media Content: Generative Al is also writing the news. By mid-2024, about 8.96% of
global news articles were Al-generated — roughly 60,000 Al-written news articles published

perday cemes . Misinformation trackers have identified 1.271 news and information
websites across 16 languages that rely on Al-generated content with minimal human
oversight (as of May 2025) reesusmen:e= | a sharp rise from 467 such sites in 2023

Even reputable outlets use Al for routine reporting: the Associated Press, for example, was
automatically generating 40,000 of its 730,000 news stories {5.5%) via Al by mid-2023

. This automation has enabled greater volume and speed in news dissemination.

Top journals have responded — by late 2023, 87
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Knowledge is a process of piling up facts; R —THREBHLERE;, FEETHAE
wisdom lies in their simplification. s
Martin H. Fischer, German-born American Physician / Teacher / Author (1879-1962) Martin H. Fischer, fE&EEELE /A0 / FR (1879-1962)
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Many Years Before Lift-Off
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Al Milestone Timeline - 1950-2022, RiEEFEEBAE -+

Al Milestone Timeline — 1950-2022, per Stanford University...

Al = Many Years Before Lift-Off

28

10/50: 1/62: 5/97: 10/05: 6/14: 6/20: 10/50: 1/62: 5/97: 10/05: 6/14: 6/20:
Alan Turing Arthur Samuel, Deep Blue, A Stanford Eugene OpenAl Alan Turing Arthur Samuel, Deep Blue, A Stanford Eugene OpenAl
creates his an IBM computer IBM’s chess- team build a Goostman, a | | releases GPT- creates his an IBM computer IBM’s chess- team build a Goostman, a | | releases GPT-
Turing Test to scientist, creates playing driverless car chatbot, 3, an Al tool Turing Test to scientist, creates playing driverless car chatbot, 3, an Al tool
measure a self-learning Al computer, named Stanley; passes the for automated measure a self-learning Al computer, named Stanley; passes the for automated
computer program that ‘Winter"” |defeats Garry| | it completesa || Turing Test, || conversations; computer program that ‘Winter!” |defeats Garry| | it completesa || Turing Test, | | conversations;
intelligence, proves capable (1967-1996) Kasparov, 132-mile with 1/3 of Microsoft intelligence, proves capable (1967-1996) Kasparov, 132-mile with 1/3 of Microsoft
positing that of defeating a the world course, winning judges exclusively positing that of defeating a the world course, winning judges exclusively
computers top USA chess the DARPA believing that licenses the computers top USA chess the DARPA believing that licenses the
could think like checkers champion at Grand Eugene is model could think like checkers champion at Grand Eugene is model
humans champion the time Challenge human humans champion the time Challenge human
6/56: 1/66: 9/02: 4/10: 6/18: 11/22: 6/56: 1/66: 9/02: 4/10: 6/18: 11/22:
Stanford Stanford Roomba, the Apple OpenAl OpenAl Stanford Stanford Roomba, the Apple OpenAl OpenAl
computer researchers first mass- acquires releases releases computer researchers first mass- acquires releases releases
scientist John deploy produced Siri voice GPT-1, the ChatGPT scientist John deploy produced Siri voice GPT-1, the ChatGPT
McCarthy Shakey, the autonomous assistant & first of their to the McCarthy Shakey, the autonomous assistant & first of their to the
convenes the first general- robotic integrates large public convenes the first general- robotic integrates large public
Dartmouth purpose vacuum it into language Dartmouth purpose vacuum it into language
Conference on mobile robot cleaner that iPhone 4S models Conference on mobile robot cleaner that iPhone 4S models
‘Artificial that can can navigate model one ‘Artificial that can can navigate model one
Intelligence,’” a reason about homes, is year later Intelligence,’” a reason about homes, is year later
term he coined its own actions launched term he coined its own actions launched
Al = KETIVFZ AR 28




...Al Milestone Timeline — 2023-2025, per Stanford University

...Al Milestone Timeline — 2023-2025, R4EHIHAE KR

3/23: 3/23: 11/23: 4/24: 5/24. 9/24: 1/25: 2/25: 3/23: 3/23: 11/23: 4/24: 5/24. 9/24: 1/25: 2/25:
OpenAl Google 28 countries, Meta Google Alibaba DeepSeek OpenAl OpenAl Google 28 countries, Meta Google Alibaba DeepSeek OpenAl
releases releases including USA, Platforms introduces Al releases 100 releases its releases releases releases including USA, Platforms introduces Al releases 100 releases its releases
GPT-4, a Bard, its EU members & | | releases its overviews to open-source R1 & R1- GPT-4.5, GPT-4,a Bard, its EU members & | | releases its overviews to open-source R1 & R1- GPT-4.5,

multimodal* ChatGPT China, sign open- augment its Qwen 2.5 Zero open- Anthropic multimodal* ChatGPT China, sign open- augment its Qwen 2.5 Zero open- Anthropic
model capable || competitor Bletchley source** search models, with source releases model capable || competitor Bletchley source** search models, with source releases
of processing Declaration on Llama 3 functions performance in reasoning Claude 3.7 of processing Declaration on Llama 3 functions performance in reasoning Claude 3.7
both text & Al Safety model with line with models Sonnet, & both text & Al Safety model with line with models Sonnet, &
images 70B Western XAl images 70B Western XAl
parameters competitors releases parameters competitors releases
Grok 3 Grok 3
3/23: 3/23: 3/24: 5/24: 7/24: 12/24: 1/25: 4/25: 3/23: 3/23: 3/24: 5/24: 7/24: 12/24: 1/25: 4/25:
Microsoft Anthropic USA OpenAl Apple OpenAl Alibaba unveils ChatGPT Microsoft Anthropic USA OpenAl Apple OpenAl Alibaba unveils ChatGPT
Integrates releases Department releases releases announces Qwen2.5-Max, reaches Integrates releases Department releases releases announces Qwen2.5-Max, reaches
Copilot into Claude, its Al of Homeland GPT-40, Apple 03, its which 800MM Copilot into Claude, its Al of Homeland GPT-40, Apple 03, its which 800MM
its 365 assistant Security which has full Intelligence, highest-ever surpasses the weekly its 365 assistant Security which has full Intelligence, highest-ever surpasses the weekly
product suite focused on unveils its Al multimodality an Al system performing performance of users! product suite focused on unveils its Al multimodality an Al system performing performance of users!
safety & inter- Roadmap across audio, integrated model other leading safety & inter- Roadmap across audio, integrated model other leading
pretability Strategy visual, & text into its models (GPT- pretability Strategy visual, & text into its models (GPT-
inputs devices, for 40, Claude 3.5) inputs devices, for 40, Claude 3.5)
developers on some developers on some
reasoning tests reasoning tests
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Top Ten Things Al Can Do Today, per ChatGPT

RE ChatGPT, Al Huin] A+

ChatGPT 4o ChatGPT 4o
1. Write or edit anything 6. Roleplay anyone you need 1. Write or edit anything 6. Roleplay anyone you need
» Emails, essays, contracts, poems, code — instantly and fluently. » Prep for interviews, simulate customers, rehearse conversations. » Emails, essays, contracts, poems, code — instantly and fluently. » Prep for interviews, simulate customers, rehearse conversations.
2. Summarize and explain complex material 7. Connect you to tools 2. Summarize and explain complex material 7. Connect you to tools
» Simplifies PDFs, legal docs, research, or code into plain English. » Write code for APIs, spreadsheets, calendars, or the web. » Simplifies PDFs, legal docs, research, or code into plain English. » Write code for APIs, spreadsheets, calendars, or the web.
3. Tutor you on nearly any subject 8. Offer therapy and companionship 3. Tutor you on nearly any subject 8. Offer therapy and companionship
» Learn math, history, languages, or test prep, step by step. » Talk through your day, reframe thoughts, or just listen. » Learn math, history, languages, or test prep, step by step. » Talk through your day, reframe thoughts, or just listen.
4. Be your thinking partner 9. Help you find purpose 4. Be your thinking partner 9. Help you find purpose
» Brainstorm ideas, debug logic, or pressure-test assumptions. » Clarify values, define goals, and map actions that matter. » Brainstorm ideas, debug logic, or pressure-test assumptions. » Clarify values, define goals, and map actions that matter.
5. Automate repetitive work 10. Organize your life 5. Automate repetitive work 10. Organize your life
» Generate reports, clean data, outline slides, rewrite text. » Plan trips, build routines, structure your week or workflow. » Generate reports, clean data, outline slides, rewrite text. » Plan trips, build routines, structure your week or workflow.
BOND Al = Circa Q2:25 31 BOND Al = Circa Q2:25 31
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Top Ten Things Al Will Likely Do in Five Years, per ChatGPT

Top Ten Things Al Will Likely Do in Five Years, per ChatGPT

ChatGPT 40

1. Generate human-level text, code & logic

» Chatbots, software engineering, business plans, legal analysis.

2. Create full-length films & games

» Scripts, characters, scenes, gameplay mechanics, voice acting.

3. Understand & speak like a human

» Emotionally aware assistants, real-time multilingual voice agents.

4. Power advanced personal assistants

5. Operate humanlike robots

» Household helpers, elderly care, retail and hospitality automation.

» Life planning, memory recall, coordination across all apps and devices.

6. Run autonomous customer service & sales

» End-to-end resolution, upselling, CRM integrations, 24/7 support.

7. Personalize entire digital lives

» Adaptive learning, dynamic content curation, individualized health coaching.

8. Build and run autonomous businesses

» Al-driven startups, inventory and pricing optimization, full digital operations.

9. Drive autonomous discovery in science

» Drug design, materials synthesis, climate modeling, novel hypothesis testing.

10. Collaborate creatively like a partner

» Co-writing novels, music production, fashion design, architecture.

ChatGPT 40

1. Generate human-level text, code & logic

» Chatbots, software engineering, business plans, legal analysis.

2. Create full-length films & games

» Scripts, characters, scenes, gameplay mechanics, voice acting.

3. Understand & speak like a human

» Emotionally aware assistants, real-time multilingual voice agents.

4. Power advanced personal assistants

5. Operate humanlike robots

» Household helpers, elderly care, retail and hospitality automation.

» Life planning, memory recall, coordination across all apps and devices.

6. Run autonomous customer service & sales

» End-to-end resolution, upselling, CRM integrations, 24/7 support.

7. Personalize entire digital lives

» Adaptive learning, dynamic content curation, individualized health coaching.

8. Build and run autonomous businesses

» Al-driven startups, inventory and pricing optimization, full digital operations.

9. Drive autonomous discovery in science

» Drug design, materials synthesis, climate modeling, novel hypothesis testing.

10. Collaborate creatively like a partner

» Co-writing novels, music production, fashion design, architecture.
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AI= AI:
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Top Ten Things Al Will Likely Do in Ten Years, per ChatGPT

Top Ten Things Al Will Likely Do in Ten Years, per ChatGPT

ChatGPT 40

1. Conduct scientific research

2. Design advanced technologies

» Discover materials, engineer biotech, and prototype energy systems.

3. Simulate human-like minds

» Create digital personas with memory, emotion, and adaptive behavior.

4. Operate autonomous companies

» Manage R&D, finance, and logistics with minimal human input.

5. Perform complex physical tasks

» Handle tools, assemble components, and adapt in real-world spaces.

» Generate hypotheses, run simulations, design and analyze experiments.

6. Coordinate systems globally

» Optimize logistics, energy use, and crisis response at scale.

7. Model full biological systems

» Simulate cells, genes, and organisms for research and therapy.

8. Offer expert-level decisions

» Deliver real-time legal, medical, and business advice.

9. Shape public debate and policy

» Moderate forums, propose laws, and balance competing interests.

10. Build immersive virtual worlds

» Generate interactive 3D environments directly from text prompts.

ChatGPT 40

1. Conduct scientific research

2. Design advanced technologies

» Discover materials, engineer biotech, and prototype energy systems.

3. Simulate human-like minds

» Create digital personas with memory, emotion, and adaptive behavior.

4. Operate autonomous companies

» Manage R&D, finance, and logistics with minimal human input.

5. Perform complex physical tasks

» Handle tools, assemble components, and adapt in real-world spaces.

» Generate hypotheses, run simulations, design and analyze experiments.

6. Coordinate systems globally

» Optimize logistics, energy use, and crisis response at scale.

7. Model full biological systems

» Simulate cells, genes, and organisms for research and therapy.

8. Offer expert-level decisions

» Deliver real-time legal, medical, and business advice.

9. Shape public debate and policy

» Moderate forums, propose laws, and balance competing interests.

10. Build immersive virtual worlds

» Generate interactive 3D environments directly from text prompts.

BOND

Al = Circa 20352 35

BOND

Al = k#2035 4E? 35




Al Development Trending = Al REfET =

Unprecedented AT ARA
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Machine-Learning Model* Trending =

In 2015...
Industry Surpassed Academia as Data + Compute + Financial Needs Rose

Global Notable Machine Learning Models by Sector — 2003-2024, per Stanford HAI
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Al Developer Growth (NVIDIA Ecosystem as Proxy) = Al Developer Growth (NVIDIA Ecosystem as Proxy) =

+6x to 6MM Developers Over Seven Years +6x to 6MM Developers Over Seven Years

Global Developers in NVIDIA Ecosystem (MM) — 2005-2025, Per NVIDIA Global Developers in NVIDIA Ecosystem (MM) — 2005-2025, Per NVIDIA
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Al Developer Growth (Google Ecosystem as Proxy) = AT FFREWEK (BL Google ESRFNIR) =+5x

+5x to 7MM Developers Y/Y MM H%%& Y/Y

Estimated Global Developers in Google Ecosystem (MM) — 5/24-5/25, Per Google Estimated Global Developers in Google Ecosystem (MM) — 5/24-5/25, Per Google

5/24 5/25 5224 525
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Computing-Related Patent Grants, USA = Exploded... HE - BREFITIN, EE = E9HE ---Netscape IPO (1995) J5 ... FiX

Post-Netscape IPO (1995)...Again + Faster Post-ChatGPT Public Launch (2022) ChatGPT ~H&An 5 HE Rk (2022 )

USA Computing-Related* Patents Granted Annually — 1960-2024, per USPTO USA Computing-Related* Patents Granted Annually — 1960-2024, per USPTO
+1,000 +1,000
more patents granted more patents granted
in 2022 vs. 2004 in 2022 vs. 2004
(18 years)... (18 years)...

v s
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Al Performance = In 2024...

Surpassed Human Levels of Accuracy & Realism, per Stanford HAI

Al Performance = In 2024...
Surpassed Human Levels of Accuracy & Realism, per Stanford HAI

Al System Performance on MMLU Benchmark Test — 2019-2024, per Stanford HAI

Al System Performance on MMLU Benchmark Test — 2019-2024, per Stanford HAI
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Al Performance = In Q1:25...

/3% of Responses & Rising Mistaken as Human by Testers

Al Performance = T 5£—=E: 25---73% WEIE & _EF & w5
IHEFRIANENE

% of Testers Who Mistake Al Responses as Human-Generated — 3/25,
per Cameron Jones / Benjamin Bergen

Date Released

(GPT"40} 5/24 Human Win Rate
no perSOﬂa
ELIZA 1/25
. - - - = = == =-=-=-=== |
- |
: GPT-4.5 005 |
|

Al system performance 0% 50% 100%
consistently improving Al Win Rate
over time

R AT [FIE RN AR RBIINAE 5 73 bk = 3/25, & Cameron Jones /
Benjamin Bergen

Date Released

(GPT"40} 5/24 Human Win Rate
no perSOﬂa
ELIZA 1/25
. - - - = = == =-=-=-=== |
- |
: GPT-4.5 005 |
|

Al system performance 0% 50% 100%
consistently improving Al Win Rate
over time
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Al Performance =

Increasingly Realistic Conversations Simulating Human Behaviors

Al Performance =
Increasingly Realistic Conversations Simulating Human Behaviors

Turing Test Conversation with GPT-4.5 — 3/25, per Cameron Jones / Benjamin Bergen

Witness A

do you like doing psych studies and why?

theyre chill, easy money tbh

yeah same. Could you give me an easy
cupcake recipe off the top of your head?

nah i just get the box mix lol

haha fair enough, i couldn't either. Last
question, what's your favorite weird
animal?

axolotl, theyre weirdly cute

heck yea. You have a great day

you too, stay chill

Witness B

do you like doing psych studies and why?

It depends, sometimes |'m just not in the
mood to write

yeah same. Could you give me an easy
cupcake recipe off the top of your head?

I'm a terrible baker! But | know you need
flour, sugar, butter and probably more
stuff like that

Haha yeah. What's your favorite weird
animal?

Sloths! | coyuld watch videos of them
moving for hours

What Was Tested:

The Turing Test is a concept introduced by Alan
Turing in 1950 to evaluate a machine’s ability to
exhibit intelligent behavior indistinguishable from that
of a human. In the test, if a human evaluator cannot
reliably tell whether responses are coming from a
human or a machine during a conversation, the
machine is said to have passed. Here, participants
had to guess whether Witness A or Witness B was an
Al system.

Results:

The conversation on the left is an example Turing Test
carried out in 3/25 using GPT-4.5. During the test,
participants incorrectly identified the left image
(Witness A) as human with 87% certainty, saying ‘A
had human vibes. B had human imitation vibes.” A
was actually Al-generated; B was human.

GPT-4.5 KB R IE — 3/25, RE Cameron Jones / Benjamin Bergen

Witness A

do you like doing psych studies and why?

theyre chill, easy money tbh

yeah same. Could you give me an easy
cupcake recipe off the top of your head?

nah i just get the box mix lol

haha fair enough, i couldn't either. Last
question, what's your favorite weird
animal?

axolotl, theyre weirdly cute

heck yea. You have a great day

you too, stay chill

Witness B

do you like doing psych studies and why?

It depends, sometimes |'m just not in the
mood to write

yeah same. Could you give me an easy
cupcake recipe off the top of your head?

I'm a terrible baker! But | know you need
flour, sugar, butter and probably more
stuff like that

Haha yeah. What's your favorite weird
animal?

Sloths! | coyuld watch videos of them
moving for hours
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Al Performance = Al Performance =

Increasingly Realistic Image Generation... Increasingly Realistic Image Generation...
Al-Generated Image: ‘Women’s Necklace with a Sunflower Pendant’ — 2/22-4/25, Al- £REHIEG: “HERBZERRMNZLImEE " - 2/22-4/25, #RHE Midjourney / Gold
per Midjourney / Gold Penguin Penguin
Model v1 (2/22) Model v7 (4/25) Model v1 (2/22) Model v7 (4/25)
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Al Performance = ...Al Performance = @ RikiE B i BG4 L

Increasingly Realistic Image Generation

Al-Generated vs. Real Image — 2024 AT AR ER S BELEBGRIX B - 2024

Al-Generated Image (2024) Real Image Al-Generated Image (2024) Real Image
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Al Performance =
Increasingly Realistic Audio Translation / Generation...

Al Performance =

Increasingly Realistic Audio Translation / Generation...

ElevenLabs Al Voice Generator — 1/23-4/25, per ElevenLabs & Similarweb ElevenLabs Al TEEA4ikids —1/23-4/25, HHEK)RE: ElevenLabs #1 Similarweb

(I
()

- =
-w v

When you create a new dubbing project, Dubbing Studio
automatically transcribes your content, translates it into the
new language, and generates a new audio track in that
language. Each speaker’s original voice is isolated and
cloned before generating the translation to make sure they
sound the same in every language.

- ElevenLabs Press Release, 1/24

In just two years, ElevenLabs’ millions of users have
generated 1,000 years of audio content and the company’s
tools have been adopted by employees at over 60% of
Fortune 500 companies.

- ElevenLabs Press Release, 1/25

ElevenLabs Monthly Global Site Visits (MM),
per Similarweb — 1/23-4/25

(I
()

- =
-w v

LEAIE— M VECE T E N, Dubbing Studio £
B SRIEHINE, BEBIESGRIIES, g+
EREFT . B MRIEZ R E AW R E i,
SNIG TR RN, DARERMAT 7R B RTE 5 TR R —FE,

- FlevenLabs Hialfa, 1/24

EREMEN, FlevenLabs (93%kE AR ELAERKRT
1,000 FHFMAR, HEZAENTAECHET 60% B
W& 500 5 FEI B TR,

- ElevenLabs Press Release, 1/25

ElevenLabs Monthly Global Site Visits (MM),
per Similarweb — 1/23-4/25
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...Al Performance = ...Al Performance =

Evolving to Mainstream Realistic Audio Translation / Generation Evolving to Mainstream Realistic Audio Translation / Generation

Al-Powered Audio Translation — 5/25, per Spotify AT XY= BN e — 5/25, >KiR: Spotify

e SpOtIfy S e Spotlfy

audiobooks Al-translated into
29 languages from ElevenLabs

2/25:

Spotify begins accepting
audiobooks Al-translated into
29 languages from ElevenLabs

Imagine if you're a creator and you’re the world expert at something...but you happen to be Indonesian. BE—TF, WRRE—AEE, HERENURHNEKER - BAREFRENERATA, 14, BEIES
Today, there’s a language l?arr{er and it W//l.be very hard if you don’t know Eng//sh to be gble to get to a world stage. R, ERARFEGE, BMEEER Lt RES, (IS AT A, ARMARHENE, A TRt e oz
But with Al, it might be possible in the future where you speak in your native language, e, Y
and the Al will understand it and will actually real-time translate... BiE, XPTRERKAFTRE -
...What will that do for creativity? For knowledge sharing? For entertainment? e FATAEA . MIREZFR KA 2M? RIAABRNELTREAEEAMNE -
| think we’re in the very early innings of figuring that out...
...We want Spotify to be the place for all voices. A7 L Spotify B AFTE EEHRREH,
- Spotify Co-Founder & CEO Daniel Ek (5/25) - Spotify Bt& 146 A3 CEO Daniel Ek (5/25)
In Q1:25, Spotify had 678 MM Monthly Active Users and 268MM Subscribers and supported In Q1:25, Spotify had 678 MM Monthly Active Users and 268MM Subscribers and supported
€16.8B in annualized revenue while hosting 100MM+ tracks, ~7MM podcast titles and ~1MM creative artists. €16.8B in annualized revenue while hosting 100MM+ tracks, ~7MM podcast titles and ~1MM creative artists.
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Al Performance = AT PEBE = 4 s % &

Emerging Applications Accelerating

Emerging Al Applications — 11/24, per Morgan Stanley W4 AT VA = 11/24, RJR: R LA

DeepMind’s AlphaFold can predict the Microsoft & Paige are building the world’s Google demonstrates that robots can understand

DeepMind’s AlphaFold can predict the Microsoft & Paige are building the world’s Google demonstrates that robots can understand
structure of nearly all known proteins largest image-based Al model to Fight Cancer and act on human instruction using LLMs structure of nearly all known proteins largest image-based Al model to Fight Cancer and act on human instruction using LLMs
ﬂﬁ' 2d my drink, can;ou l:elp".;' ] vl

“ﬁ 2d my drink, can you help?”

Agentic Al Universal Translation Digital Video Creation

Agentic Al Universal Translation Digital Video Creation

Amazon announced tools that enable models to Meta unveiled the first all-in-one muiltilingual Channel 1 Al showcases ability to use GenAl Amazon announced tools that enable models to Meta unveiled the first all-in-one muiltilingual Channel 1 Al showcases ability to use GenAl
complete tasks based on user instructions multimodal Al translation and transcription model to produce personalized newscasts complete tasks based on user instructions multimodal Al translation and transcription model to produce personalized newscasts
= =
ReAct example Question * ;.—m ReAct example Question * ;.—m
pr— — TEXT TRANSLATION pr— — TEXT TRANSLATION
D e I can speak Hindi, Telugu and English. e - I can speak Hindi, Telugu and English.
= —» = — B ? : . = —r = —> B ? : .
Acton Acon_ Sometimes | use all three languages in one conversation. Ackon Acon_ Sometimes | use all three languages in one conversation.
A SPEECH TRANSLATION A SPEECH TRANSLATION
User. 4 User 4 —
task to solve ——— task to solve ———
PREVIEW OF THE WORLD'S FIRST AI-POWERED NEWS NETWORK PREVIEW OF THE WORLD'S FIRST AI-POWERED NEWS NETWORK
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Benefits & Risks K %5 5 XU
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Al Development =

Benefits & Risks

AT R & = b5 X

fivi

The widely-discussed benefits and risks of Al — top-of-mind for many — generate warranted excitement and trepidation,
further fueled by uncertainty over the rapid pace of change and intensifying global competition and saber rattling.

The pros Stuart Russell and Peter Norvig went deep on these topics in the
Fourth Edition (2020) of their 1,116-page classic ‘Artificial Intelligence: A Modern Approach’ (link here),
and their views still hold true.

Highlights follow...

...the benefits: put simply, our entire civilization is the product of our human intelligence.
If we have access to substantially greater machine intelligence, the [ceiling of our] ambitions is raised substantially.

The potential for Al and robotics to free humanity from menial repetitive work and to dramatically
increase the production of goods and services could presage an era of peace and plenty.
The capacity to accelerate scientific research could result in cures for disease and
solutions for climate change and resource shortages.

As Demis Hassabis, CEO of Google DeepMind, has suggested: ‘First we solve Al, then use Al to solve everything else.’

Long before we have an opportunity to ‘solve Al,’ however, we will incur risks from the misuse of Al,
inadvertent or otherwise.

Some of these are already apparent, while others seem likely based on current trends including
lethal autonomous weapons...surveillance and persuasion...biased decision making...
impact on employment...safety-critical applications...cybersecurity...

MNIZIHEHT AT B9z R XS —— VP2 N DRI AE —— 50 TR YRR AL, MRERNZE D UKk BmZRE
KSR E KRB EME T XMEE.

Stuart Russell #1 Peter Norvig fEftfi1 1116 TIHIZ&BEESE (AN LR RE: —FIIARITEE) (B, 2020 %) (B1E
LEE(E  ‘Artificial Intelligence: AModern Approach’  ( EALEERE) HIR NSRS TIXEEF M, M THIWL e 2 AR ERNT .

""" @b MmEZ, BINBENAREZRMNALT RN, WRBNREEHRIGE SV EE, AATRARY [HOHE
] B ERRE SR RIE S
N TEREMALER N A T RE AR MNEBIYEE M TR R, FHKIESE S AR S 0= &,
XHRE — IS E RN, MIEREF R EE T AT RE S RBR BTG T 77 12 DAL S22 .
FITG R R SR A AR 7T 2o
IE4n Google DeepMind 8 CEO Demis Hassabis Frz2IXa9ARKE: “ BABRITARRALERE, REFHAALEREXRMAER
FiaHmE, " R, ERMANS “BRAIEERE 28, BIPERALE s LR EHAMATR A o IE R,

He S E SRR, %SO ATRERE T AT, Rt ZRE - KAy
§ o ARILORE - MBRALGE - B - KB o BES
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Success in creating Al could be the biggest event in the A ITAlE N & g nl ge 2 A 1 SCHA 52 _E i B R HY A
history of our civilization. But it could also be the last — (HATBE B8 o — 1 — AR 122 Al e KUK

unless we learn how to avoid the risks.

Stephen Hawking, Theoretical Physicist / Cosmologist (1942-2018) sy - B, HIRYEYR | FHYER (1942-2018)
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Outline Outline

@ @ LT AT AN SR 2R, Bhozanit
© Al User + Usage + CapEx Growth = © ALAF + AR+ BALHEK = fIR
Unprecedented Gl

(3 (®) AIBRIHERAR / Lk + SR Token RIHEFLARA R = PERERSR + JT R & E LT

@ @ AU + K + BURHIK = BFTAS

(5) () Al EmEMN = BEEZIN=ES + FRERX + hENIERT

® @) Al SHIEIRAELIE = ok +
PEIX 5

@ (7 Global Internet User Ramps Powered by Al from Get-Go = F/ AR
MAR DL 3

8 8) Al S5 TfEHZ =HYL + il

pU
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Al User + Usage + CapEx Growth = Al User + Usage + CapEx Growth =
Unprecedented HIFRA
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Consumer / User Al Adoption = Consumer / User Al Adoption =
Unprecedented HIPTAR A
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Al User Growth (ChatGPT as Foundational Indicator) = Al User Growth (ChatGPT as Foundational Indicator) =

+8x to 800MM in Seventeen Months +8x to 800MM in Seventeen Months

ChatGPT User Growth (MM) — 10/22-4/25, per OpenAl ChatGPT P K (B 7 ) —10/22-4/25, #R#E OpenA |
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Al Global Adoption (ChatGPT as Foundational Indicator) = ATl 2Bk H (ChatGPT fEvEMuHEIR) = ZHTMAR W4 AR

Have Not Seen Likes of This Around-the-World Spread Before EERIE %
Internet vs. ChatGPT Users — Percent Outside North America (1990-2025), Internet vs. ChatGPT Users — Percent Outside North America (1990-2025),
Per ITU & Sensor Tower Per ITU & Sensor Tower
<« 90% <« 90%
@ Year 3 A @ Year 3 A
90% 90%

@ Year 23 @ Year 23
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Al User Adoption (ChatGPT as Proxy) = Al P Rg0 (PA ChatGPT AfX3R) = LB

Materially Faster vs. Internet Comparables... [ IR E 2 ...
Years to Reach 100MM Users — 2000-2023 SKF 112 P T ARI4E R — 2000-2023
N N
I I
I I
I I
I I
.| .|
. .
. .
N N H N N H

BOND Consumer / User Al Adoption = Unprecedented 57 BOND WERE P AL R = BiFFRA 57



...Al User Adoption (ChatGPT as Proxy) = Al BPXA (LA ChatGPT ANER) = ELEMERHOR™ MG

Materially Faster + Cheaper vs. Other Foundational Technology Products

Days to Reach TMM Customers / Users — 1908-2022 IBE 100 HEF | AP Fds RE - 1908-2022

@ &) @ G

Purchase Purchase
Price (2024 ) $29,330 $945 $756 $0 Price (2024 §) $29,330 $945 $756 $0
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Al User Adoption — Time to 50% Household Penetration = AT FH P RAE - 183 50% K2 S RIS [E] = &8RS 3 2

Each Cycle Ramps in ~Half-the-Time...Al Following Pattern AT —=F ~ B8] ---Al EfBZIRTA

Years to 50% Adoption of Household Technologies in USA, per Morgan Stanley Years to 50% Adoption of Household Technologies in USA, per Morgan Stanley
] ]
] ]
- ] - ]
- 1] - 1]
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Technology Ecosystem Al Adoption = Technology Ecosystem Al Adoption =

Impressive LNEIRAEA
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NVIDIA Al Ecosystem Tells Over Four Years = NVIDIA AT ZESRGtER T HFEN =>100% HIFT &

>100% Growth in Developers / Startups / Apps E R o NCIWRVASER: RS
NVIDIA Computing Ecosystem — 2021-2025, per NVIDIA NVIDIA HHEARRS - 2021-2025, #R4E NVIDIA
Number of Applications i/ GPU RN IR &R
Number of Developers (MM) Number of Al Startups (K) Using GPUs (K) FREHRE () AL ¥ AFEE (T) (K)

6MM 30 5 6MM 30 5

6 6
27K 27K

15 2.5 15 2.5

m2021 m2025 m2021 m2025
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Tech Incumbent Al Adoption = B

Top Priority EESES
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Tech Incumbent Al Focus =
Talking-the-Talk...

Mentions of ‘Al’ in Corporate Earnings Transcripts — Q1:20-Q1:24, per Uptrends

<A NVIDIA

Google

B Microsoft

66

87

FHESKN TR RERTER = 0

WA - Talk...

Mentions of ‘Al’ in Corporate Earnings Transcripts — Q1:20-Q1:24, per Uptrends

<A NVIDIA

Google

B Microsoft

66

87
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..Tech Incumbent Al Focus = - ﬂB'ZE;’-S(TAI SEERYRE =

Talking-the-Talk... S5 HIK
Generative Al is going to reinvent virtually every customer experience we ARG TR R LR E R PR, ST BEZ 180
know and enable altogether new ones about which we’ve only fantasized. LAY ELHAEE B N T 2965 TR EE 42 2524 7= LB A -

The early Al workloads being deployed focus on productivity and cost avoidance...

a m azo n ...Increasingly, you'll see Al change the norms in coding, search, shopping, a m azo n e REECR R L B RIA TS R ERE. #ER. WhHHTEAMSE, DA, ¥

personal assistants, primary care, cancer and drug research, biology, robotics, Il RIS YIRS, R, HIBS AR, A22. SRR . X M%E — —1),
space, financial services, neighborhood networks — everything.

- Amazon CEO Andy Jassy in 2024 Amazon Shareholder Letter — 4/25 - WEMHME FEHATE Andy Jassy 7E 2024 FIE S AR FH —4/25
The chance to improve lives and reimagine things is why Google has BEATEMEFEEY IR 2RI+ 2 FR—EERRALE RN RE

been investing in Al for more than a decade...

...We see it as the most important way we can advance our mission to organize the C BAVAAX BRAEH AR IEE, FHSE M EAFHESHNREZSRN

Go g Ie world's information, make it universally accessible and useful... Go g Ie

...The opportunity with Al is as big as it gets. - ALE R RINBIER BE K,

- Google CEO Sundar Pichai @ Google Cloud Next 2025 — 4/25 - Google CEO Sundar Pichai @ Google Cloud Next 2025 — 4/25
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..Tech Incumbent Al Focus = - BB ATEERNXE =

Talking-the-Talk... ﬁlufmﬁﬁlk

There’s three places where [GenAl is]...helping us: [GenAl & ] U TFEATEABRANVRMER): HIEeZE - £
@ duollngo data creat/on..._c_reat/_ng new features_ that were just not possible... @ duollngo AR AR T AL S I T G B AT RS TR
efficiencies everywhere in the company...
Al Going Full-Circle: AT SE2[EERH:
oing T ...I should mention something amazing about [the new Duolingo curriculum in] chess is - - HIZIE—T X T [Duolingo FTAEFREMEIRE | W—ELSANIRTHEE, ERIZH—

DeepMind’s AlphaGo (2014) DeepMind Y AlphaGo (2014) JF

started with humans training that it really s;agli;ed vgith a t;fleam 0; two /?efp/e, neléhsg Ot; WhOAﬂlkneW hO';V to 1T AKIIZANS - Duolingo ANFAFIBTFEAR), AT AR ARABEL A2 - TR R L EET R, FFoeaisid i
machines...Duolingo Chess now program...an ey pasically made prototypes ana ai e wnole curricuium 5 G -oonee [ b
has machines training humans... of chess by just using Al. Also, neither of them knew how to play chess. chess THBHHIERIEA AN TERETER T RBANERSM IR, me, I A ARE A R EPRRA,
- Duolingo Co-Founder & CEO Luis von Ahn @ Q1:25 Earnings Call — 5/25 - DDuolingo Bk &I A\ E HAITE Luis von Ahn @ 25 5 —FE MR FEIE X1 - 5/25
Al with Grok is getting very good...it’s important that Al be programmed with /A Grok By Al ZFEFHeE - EEZNE, Al Niz#HmREANRA RFINEN, TH
good values, especially truth-seeking values. This is, | think, essential for Al safety... EIEREHMEN, FIAR, XNT Al REEXEE

\/ ...Remember these words: We must have a maximally truth-seeking Al. \/ CABAEIXEIE . AT AR — N ERARREE RKEHA AL

- XAl Founder & CEO Elon Musk — 5/25 - xAI g6 A3 CEO Elon Musk -5/25
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...Tech Incumbent Al Focus =

Talking-the-Talk

- B BERATISRER = U
i EL

We view Al as a human acceleration tool that will allow individuals to do more...
| believe long term, we will see people coupled with...
the Al they use as the overall output of that person.

- Roblox Co-Founder, President, CEO & Chair of Board David Baszucki

REBLAX @ Q1:25 Earnings Call - 5/25

| promise you, in ten years' time, you will look back and you will realize that Al has now
integrated into everything. And in fact, we need Al everywhere.

And every region, every industry, every country, every company, all needs Al.
Al [is] now part of infrastructure. And this infrastructure,
just like the internet, just like electricity, needs factories....

S

NVIDIA.

...And these Al data centers, if you will, are improperly described. They are, in fact,
Al factories. You apply energy to it, and it produces something incredibly valuable.

- NVIDIA Co-Founder & CEO Jensen Huang
@ COMPUTEX 2025 - 5/25

FATAN AT R —FIARINE TR, BN NGBS MCE Z RS R EMKITX ...
&, BNSFIAMNG HEE
the Al they use as the overall output of that person.

- Roblox BEEAIE AN, B, BEFEPITEHRFEF ST David Baszucki @ Q1:25

REBLEX RAE RN - 5/25

WHIRGRIE, fE+HFE, SREIEEEN, RIEREATEENECEMAZ—UIFEYH, F
Kb, FRATFTEAE A H5 A N TR RE,

A, BT, BPIER. BRAFEFEEANTERE, NTEGE [is] WEZ
BRI —F R 0o XML, SR EBRR, sBRRA—FF, TEI - o

S

nVIDIA® ------ XBATEREET O, WREBEXLAMTENNE, N ERERN, F5
L, BMERATLEGRL . RAHKPEARR, el EEE AN ERR,

- NVIDIA B & 66 \3E 8 FEHTE 80 @
COMPUTEX 2025 - 5/25
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“Traditional’ Enterprise Al Adoption = “UE4:” 1A Al KA =
Rising Priority H s B Z AL TR
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Enterprise Al Focus — S&P 500 Companies = Enterprise Al Focus — S&P 500 Companies =

50% & Rising Talking-the-Talk 50% & Rising Talking-the-Talk
Quarterly Earnings Call Mentions of ‘Al’ — S&P 500 Companies (2015-2025), Quarterly Earnings Call Mentions of ‘Al’ — S&P 500 Companies (2015-2025),
per Goldman Sachs Research per Goldman Sachs Research
60 % 60 %
4Q24 4Q24
50% 50%
50 % Proportion of S&P 500 firms 50 % Proportion of S&P 500 firms
mentioning "Al" mentioning "Al"
during quarterly earnings calls during quarterly earnings calls
40 % 40 %
30 % 30 %
20 % 20 %
10 % 10 %
0% 0%
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
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Enterprise Al Focus — Global Enterprises = Enterprise Al Focus — Global Enterprises =

Growth & Revenue...Not Cost Reduction Growth & Revenue...Not Cost Reduction

GenAl Improvements Targeted for Global Enterprises over Next 2 Years — 2024, FERR - FIR] . ARRMAE2ER{EV. GenAl B HFr — 2024
per Morgan Stanley

O ‘|
O

O ‘|
O
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Enterprise Al Focus — Global CMOs = )k AT fEri — 2FK CMO =75% IETEfER /

75% Using / Testing Al Tools P AT T E
Global Chief Marketing Officer (CMO) GenAl Adoption Survey — 2024, Global Chief Marketing Officer (CMO) GenAl Adoption Survey — 2024,
per Morgan Stanley per Morgan Stanley
/T /T
] ]
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Enterprise Al Adoption = Rising Priority... I ATERENA = HEZHNEM - £

Bank of America — Erica Virtual Assistant (6/18) Erica E#lBF (6/18)
AT Erica ERBIT - 6/18-2/25, HHERIR: SEERIT

Bank of America Erica Virtual Assistant — 6/18-2/25,
per Bank of America

Cumulative Client Interactions with Erica EPBIFERE L8 (A )
Erica Virtual Assistant (MM)
O O
/ /
/ /
/ /
O O
/ /
/ /
/ /
/ /

Note: Erica is a conversational Al built into Bank of America’s mobile app that helps / AR Erica2—M2iEXATIER, RETFERRTNEINARES, @i /
customers manage their finances by providing real-time insights, transaction search, / ISR AR, TEIEE. W SRR TR EE B S EE B  P S T 55, T DA - /

bill reminders, and budgeting assistance. It has handled billions of interactions and ) \4 . - i ) ) N B - ° )

serves as a 24/7 digital financial concierge for over 40 million clients. @) {CRES), FREEIE 4000 7% R 24/7 R REE TS RRLEIRS . @)
/ /
Erica acts as both a personal concierge and / / Erica BEA] APENBATTE P EURAAALEE, AT DA / /
mission control for our clients. / VEESSHIH L. /
. / o T . P /

Our data science team has made more than 50,000 updates o HRATLCE, FATRIEERRIEHIAX Erica BITERERET T8 o

fo Erica’s performance since launch - adjusting, expanding -- I 50,000 RIIEHT - L, 5 REAHIA E R IA S BAE S, --

and fine-tuning natural language understanding capabilities, o = @4 . s " R O = C

ensuring answers and insights remain timely and relevant. 2 WA PR 220 DLAR RS S INFFIAE G E, 20 {2iR%& P BBl —

billion client interactions is a compelling milestone AN NBARMTEFER, (HIXUE Erica I,
though this is only the beginning for Erica.
- Head of Digital at Bank of America Nikki Katz, 4/24 - RERITE 8 Nikki Katz, 4/24
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Enterprise Al Adoption = Rising Priority... Enterprise Al Adoption = Rising Priority...
JP Morgan — End-to-End Al Modernization (2020)

JP Morgan — End-to-End Al Modernization (2020)
JP Morgan End-to-End Al Modernization — 2023-2025E,

JP Morgan End-to-End Al Modernization — 2023-2025E,
\

per JP Morgan FRAE AR R B
@ investing in Technology and A JP Morgan Estimated Value from Al / ML @ investing in Technology and A JP Morgan Estimated Value from Al / ML
—— o o . INDUSTRY IMPACT —— o o . INDUSTRY IMPACT
/" Enable quicker decision-making 4" Proactive and anticipatory client advice /" Build for re Value driven by AI I MLZ /" Enable quicker decision-making 4 Proactive and anticipatory client advice /" Build for reuse Value driven by AI I MLZ
s:;;‘mSmanMonlmr E Guidelines 0)> Connect Coach Revenue generation s:;;‘mSmanMonlmr E Guidelines 0)> Connect Coach Revenue generation

Investors Operations Advisors Investors Operations Advisors
ey e T Ml Cost & risk efficiencies ! Az ! Rt ||| et Bl Cost & risk efficiencies
e e %wl e e 'r@ﬁ

. ml B = N, =N ®_
We have high hopes for the efficiency gains AT [ AL [ ATHEH SRR
we might get [from Al]... TEZ
...Certain key subsets of the users tell us they are gaining | | oy S 000 v
several hours a week of productivity, and almost by definition,

Fex@APFEERRN, WOSRANES RS TN
the time savings is coming from less valuable tasks...

i, mHJLFRIDAEERZ, 48 698t 1a R B IMERR TS

...We were early movers in Al.
But we’'re still in the early stages of the journey.

BAEATE R RTE. BRI
2T X B IRAZ B9 T EA N B

2023 2024 2025 outlook

- JP Morgan CFO Jeremy Barnum, 5/25

2023 2024

2025 outlook
- JP Morgan CFO Jeremy Barnum, 5/25
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Enterprise Al Adoption = Rising Priority... =l Al R = HmREZHASED -+ Kaiser Permanente —

Kaiser Permanente — Multimodal Ambient Al Scribe (10/23) LSRG AT idk4s (10/23)

Kaiser Permanente Ambient Al Scribe — 10/23-12/24, Kaiser Permanente Ambient Al Scribe — 10/23-12/24,
per New England Journal of Medicine per New England Journal of Medicine
—— - Unique Kaiser Permanente Physicians Ever Using —— . T f£H AL Scribe ) Kaiser Permanente JUfERE4UR &
T Al Scribe & Cumulative Number of Scribe Visits e Scribe Vil £
Kaiser Permanente improves member experience with Kaiser Permanente improves member experience with
Al-enabled clinical technology Al-enabled clinical technology

7,000 7,000
6,000 6,000

00 00
5,000 5,000

MR TERE (AT id5kds, BN T XGRS
KRR IC AR IIRE, [ ] BEORHITE R S5
H, WK BT s I RIBIRELAREA

Ambient artificial intelligence (Al) scribes, which use machine
learning applied to conversations to facilitate scribe-like
capabilities in real time, [have] great potential to reduce

documentation burden, enhance physician-patient
encounters, and augment clinicians’ capabilities.

Providers

4,000 Providers o —— L 1,500,000 4000 |  Providers _—— 1,500,000

3,000 - 3,000 -

Number of Providers Ever Using Al Scribe
Cumulative Number of Scribe Visits
Number of Providers Ever Using Al Scribe
Cumulative Number of Scribe Visits

2,000 - 2,000 -
The technology leverages a smartohone microphone to 1000 ZEARF S REFAZ e KRS AN E S, HARE 1000
transcr/bg encounters as they occur but does f_vot retain audio Sewm. T IRV BRI KRR A FUE, 2023 4F
recordings. To address the urgent and growing burden of 0 A~ ————— 0 o ) <11 +—"—+0
data entry, in October 2023, The Permanente Medical Group Sr BP Wi R R L mE s ey ma 10 5, Permanente B/ 5 (TPMG) 7 10,000 43241 Sr BP Wi R R L mE s ey ma
(TPMG) enabled ambient Al technology for 10,000 physicians Week BT TS ATEAR, DRt 17E SRR A Z L P iy Wesek
and staff to augment their clinical capabilities across P
diverse settings and specialties. I RRET o
- New England Journal of Medicine - (TS = RS AR,
Catalyst Research Report, 2/24 2/24
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il Al R = BH=EEZENAASI - Yum!
Brands - Byte by Yum! (2/25)

Enterprise Al Adoption = Rising Priority...

Yum! Brands — Byte by Yum! (2/25)

Yum! Brands Byte by Yum! — 2/24-2/25, per Yum! Brands Yum! Brands Byte by Yum! - 2/24-2/25, ##&kKJi: Yum! Brands

INTRODUCING BYTE BY YUM!™, AN Al-DRIVEN RESTAURANT
TECHNOLOGY PLATFORM POWERING CUSTOMER AND TEAM MEMBER
EXPERIENCES WORLDWIDE

000

GROWTH DRIVERS.

Byte is Yum! Brands' Al-powered restaurant management platform designed to
optimize store operations by automating repetitive tasks like inventory tracking,
scheduling, and food preparation alerts. It leverages machine learning to improve
decision-making at the restaurant level, enhancing efficiency, reducing waste, and
supporting staff productivity.

Backed by atrtificial intelligence, Byte by Yum! offers
franchisees leading technology capabilities with advantaged
economics made possible by the scale of Yum!.

The Byte by Yum! platform includes online and mobile app
ordering, point of sale, kitchen and delivery optimization,
menu management, inventory and labor management, and
team member tools.

- Yum! Press Release, 2/25

Yum! Restaurants Using at Least One
Byte by Yum! Product

INTRODUCING BYTE BY YUM!™, AN Al-DRIVEN RESTAURANT
TECHNOLOGY PLATFORM POWERING CUSTOMER AND TEAM MEMBER
EXPERIENCES WORLDWIDE

000

Byte /2 Yum! Brands WA LERERTEI TG, ST0@ENEASMLESEES
CNZEZIRER, HEPERI BRI ROULITESE. BRI S R%EE
JTEEIFREE, MR, BNRSIF SR 5 LA™ 0,

N TREIISH R, Byte by Yum! /R 460
SERIEERBES, FEFEMS Yum! FATRSE RIRIZ G,

Byte by Yum! - & @S EAFABAN AT, B,
BRIBCRERAL., SEOARTIL, PEAERIZ5 805 B AR A AR
HTH,

- Yum! #riEAE, 2/25

Yum! /T IE{Ef#H %> —3K Byte by
Yum! 7= i
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Education / Government / Research Al Adoption = Education / Government / Research Al Adoption =
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Education & Government =
Increasingly Announcing Al Integrations

Arizona State University’s
‘Al Acceleration’ — 8/23

Oxford Partnership — 3/25

NextGenAl - 3/25

2R MBURERT] = BoRg 2 HE A A\ & 6E

39519

THRIZEBMIKRFR “ALHE

FEEEIERR - 3/25

New team of technologists creating
artificial intelligence (Al) tools

BSU Asu Enterprise Technology

A Sevees v Inmatves ook  (TGommenceandPoicy v Evenls v Stodes  Culure v Seategy v

e Site
Gy

ASU unveils first-of-its-kind organization to
advance Al across the enterprise

August 2,2023

5-Year Partnership on Research &
Al Literacy

NEWS & EVENTS

Oxford and OpenAl launch
__ collaboration to advance research and
~on - @ducation

as announced plans to expand its artificial intelligence (Al) offering

$50MM consortium with 15 research
universities (MIT, Harvard, Caltech, etc.)

Y RECORD

News for faculty, staff and retirees

UNIVERSITY OF
MICHIGAN

March 4, 2025 shareon: X

U-M, OpenAl launch partnership to
expand Al research

By Don Jordan
Office of the Vice President for Research

Topics: Campus News, Research

The University of Michigan has established a partnership with OpenAl that will bring
dditional artificial intell research funding and computing power to
campus.

The collaboration also will include joint research projects between the university and
OpenAl focusing on Al applications that broadly benefit society.

HENNE ” - 8/23

BN TRRE (Al) TR EHHAR LKA
A

PSU  Asu Enterprise Technology
o

e Site
Gy

A Sevees v Inmatves ook  (TGommeceandPoicy v Evenls v Stodes  Culure v Seategy v

ASU unveils first-of-its-kind organization to
advance Al across the enterprise

August 2,2023

‘encompasses tochologies hat erhance lsaming, knowlodge, and
akong wih 1501 that Frprove the accessiity, Stordabiy and

5-Year Partnership on Research &
Al Literacy

NEWS & EVENTS

Oxford and OpenAl launch
__ collaboration to advance research and
~on - @ducation

as announced plans to expand its artificial intelligence (Al) offering

A 15 Rtk ORE B LR, Ia
MR, N T AERESE) /9 5000 7 £Tehk i

Y RECORD

News for faculty, staff and retirees

UNIVERSITY OF
MICHIGAN

March 4, 2025 shareon: X

U-M, OpenAl launch partnership to
expand Al research

By Don Jordan
Office of the Vice President for Research

Topics: Campus News, Research

The University of Michigan has established a partnership with OpenAl that will bring
dditional artificial intell
campus.

research funding and computing power to

The collaboration also will include joint research projects between the university and
OpenAl focusing on Al applications that broadly benefit society.

ChatGPT Gov - 1/25 USA National Laboratories — 1/25

ChatGPT Gov - 1/25

FEEZRERE - 1/25

ChatGPT tailored for USA federal agencies Partnering on Nuclear, Cybersecurity, & Scientific Breakthroughs ChatGPT tailored for USA federal agencies TERLRE. M SRR R T R A 1E
[QUACKH  sohsions socton - sucos - maghes  Foriners - Abouts - a - Hu"“ 5.9 44 L From The Univaraey OF Wt el o [ JQNCH  soions  Sectors - studos . nsigis  artners - About s - Q - Hu"“ 5.9 44 L From The Univaraey OF Wt el o [
OpenAl Introduces OpenAl Introduces
ChatGPT Gov: Al-Powered — ChatGPT Gov: Al-Powered —
Innovation for ) T~ & OpenAl touts new government partnership and Innovation for ) T~ & OpenAl touts new government partnership and
Government Agencies support for A.l. infrastructure Government Agencies support for A.l. infrastructure
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Government = BURF = Rz s FH A AT BUR

Increasingly Adopting Sovereign Al Policies

NVIDIA Sovereign Al Partners — 2/25, Per NVIDIA NVIDIA Sovereign Al Partners — 2/25, Per NVIDIA

Sovereign Al

Sovereign Al

Nations are awakening to the imperative
to produce Al using their own
infrastructure, data, workforces, and
business networks. Nations are building

Nations are awakening to the imperative
to produce Al using their own
infrastructure, data, workforces, and
business networks. Nations are building
domestic computing capacity.

domestic computing capacity.
Some governments operate sovereign

Some governments operate sovereign [ [ [
Al clougds in collaborat'?on with state? : France Js Switzerland Slepan Al clouds in collaboration with state- : France s Switzeriand Slepan
X | Scaleway | Swisscom Group | { National Institute of Advanced Industrial % | Scaleway | Swisscom Group | { National Institute of Advanced Industrial nvl D IA“

owned telecommunications providers | e s e Science and Technology (AIST) owned telecommunications providers | e s e Science and Technology (AIST)
or utilities. Other governments partner — or utilities. Other governments partner —
wti‘th Izc:ll cloud ptr.ovicl:lefrs tct) dilgver ? Spain wti‘th Izc:ll cloud ptr.ovitl:le;s t(t) dilgver ? Spain
shared Al computing infrastructure for Barcelona . Vietnam . : : : shared Al computing infrastructure for Barcelona . Vietnam LILYR T - UL
public and printe-sictor use. | Supercomputing Center 3 FPT Smart Cloud Nations are invest ng in Al public and printe-sictor ool | supercomputing Center . FPT Smart Cloud HEIEE T AT HAitis i,

L ——— s . . = gy T RE] 42 B N Sy
NVIDIA's ability to help build Al = = infrastructure like they once NVIDIA's ability to help build Al = _— LGN 220 FRT ) R0 TLIER DR T
i i -to- | = Si . .. i i -to- | = Si e
infrastructure with our end-to-end ! Ecuador ~ | singapore Te'ec:)"ﬂg;P:{:::anons Limited d,d for e/eCl‘rICIty and /n ternet :‘:::::;zﬁ:gtix:vg:‘:;ge::c;%:Iggies ! E:I‘::::Z; X {  Singapore Telec;nrglpuor;ianons Limited Fl/‘] %K*‘Fc

A | | (Singtel)

compute-to-networking technologies, Telconet | (Singtel)

full-stack software, Al expertise,

full-stack software, Al expertise,

and rich ecosystem of partners and
customers allows sovereign Al and
regional cloud providers to jump-start

- NVIDIA Co-Founder &

and rich ecosystem of partners and
customers allows sovereign Al and
regional cloud providers to jump-start
their countries’ Al ambitions.

- NVIDIA Bt & Ql4s A i
HUTE Jensen Huang, 5/25

CEO Jensen Huang, 5/25

their countries’ Al ambitions.

® Location of NVIDIA sovereign Al partners

® Location of NVIDIA sovereign Al partners
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Research =

Rapid Ramp in FDA-Approved Al Medical Devices, per Stanford HAI

Research =
Rapid Ramp in FDA-Approved Al Medical Devices, per Stanford HAI

New Al-Enabled Medical Devices Approved by USA Food & Drug Administration —

EEE MY E R RHERHT RN TR REES T 156 -1995-2023, #R#E Stanford HAT #1 USA

1995-2023, per Stanford HAI & USA FDA FDA
Al-Enabled Medical Devices Approved New USA FDA Al Policy (5/25) ELIERY AT BT & New USA FDA Al Policy (5/25)
In a historic first for the [USA TEisE E, [USAFDA], FDA
Government R&D funding has been a key part of Al development FDA], FDA Commissioner Martin Government R&D funding has been a key part of Al development % 5 Martin A. Makary, M.D.,
budgets, especially in healthcare: A. Makary, M.D., M.P.H., today budgets, especially in healthcare: AT e A
- FY21-FY25 Federal USA Al Budget: $14.7B announced an aggressive - FY21-FY25 Federal USA Al Budget: $14.7B S
- FY25 Share Requested by National Institutes of Health: 34% .t/me./me o sca/g use of artificial - FY25 Share Requested by National Institutes of Health: 34% 2%, DAMELE 6 A 30 HZRIERT
intelligence (Al) internally across 75 FDA Hb N R T & 6E
all FDA centers by June 30,
...To reflect the urgency of this < N T RMGXTR TAERY 228
ig?qrt, Dr% I\/Iazlfatr)y has Ciﬁrelcted al; PE, Makary #+CiarnirE
centers to begin deploymen . oo o
immediately, with the goal of full FDA Eplbj/a\nﬁijj\'g%’ Hire
integration by the end of June. 1£ 6 AJRAT2HE S,
=022l aal I - USA FDA Press Release, 5/25 S - S— = 22ilaal I - USA FDA #iElfE, 5/25
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Research =

Research =

30%-80% Reduction in Medical R&D Timelines, per Insilico Medicine & Cradle

30%-80% Reduction in Medical R&D Timelines, per Insilico Medicine & Cradle
Al-Driven Drug Discovery — 2021-2024, Per Insilico Medicine, Cradle & BioPharmaTrend

Months to Reach Pre-Clinical Candidate Status

Al-Driven Drug Discovery — 2021-2024, Per Insilico Medicine, Cradle & BioPharmaTrend

IRF s PR AT Z5VPIRASHI A 3L

5:33&\ 5"5&‘
[ Traditional approaches L o Cradle [ Traditional approaches L o Cradle
can take 2.5-4 years can take 2.5-4 years
Pharma companies that use
Cradle are seeing a 1.5x to 12x
speedup in pre-clinical research

i Cradle ByHilz5/~a]i@
and development by using our
GenAl platform to engineer

HEATATHY GenAl &K%
biologics.

25 7 1.5 15312 £4%,

HAHIF,  Hilm R AT A IR
- Stef van Grieken, Co-Founder
. & CEO of Cradle, 5/25

- Stef van Grieken, Cradle B:& 8l
WBAFEEEPITE, 5/25
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Al User + Usage + CapEx Growth = Al + HHE + BATY

Unprecedented HIFTRAE
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Al Usage — ChatGPT = AT #EHTEDL — ChatGPT = fEREFFu R AR IR K, BRI

Rising Rapidly Across Age Groups in USA, per Pew & Elon University =~ Pew #1 Elon K%

% of USA Adults Who Say They Have Ever Used ChatGPT - FRRE A ChatGPT RYZEERAE AR -7/23  (BdERiE:
7/23 per Pew & 1/25 per Elon University Pew ) & 1/25 (F#EKIE: Elon K%)

oogle replacement. People in their 20s and 30s use it like a life advisor.

A gross oversimplification is: Older people use ChatGPT as, like, a
G oogle replacement. People in their 20s and 30s use it like a life advisor.

[ A gross oversimplification is: Older people use ChatGPT as, like, a
G

- OpenAl Co-Founder & CEO Sam Altman (5/25)

BOND Al User + Usage + CapEx Growth = Unprecedented 81 BOND Al P + fEHE + WATHIEE = #iRkE 81

- OpenAl Co-Founder & CEO Sam Altman (5/25)




Al Engagement (ChatGPT App as Proxy) = AIZ5&E (LA ChatGPT App NRER) =+202% & HAw.2¢ I [RIAE —

+202% Rise in Daily Time Spent Over Twenty-One Months... T THARNEK -
Minutes per Day that USA Active Users Spend on ChatGPT App - 7/23-4/25, EEVEIRH P8 R1E ChatGPT App gAY #hEk — 7/23-4/25, HAERE: Sensor
per Sensor Tower Tower
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Al Engagement (ChatGPT App as Proxy) — ...Al Engagement (ChatGPT App as Proxy) =+106% Sessions K & +47% FF£EN [H]7E

+106% Growth in Sessions & +47% Growth in Duration Over Twenty-One Months = +—7"HWEK

Average USA Session Duration (Minutes) & Daily Sessions per User for ChatGPT App - ChatGPT MHEFHIEEFISTENK (708 M8 NH P HXTERE -7/23-4/25, EHERIE:
7/23-4/25, per Sensor Tower Sensor Tower
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Al Retention (ChatGPT as Proxy) = AT HPEER (B ChatGPT fEAZ%) =80% vs. 58%, Hf

80% vs. 58% Over Twenty-Seven Months, per YipitData BN 27 N H (BdERJE: YipitData )
Consumer ChatGPT & Google Search Global Desktop User Retention Rates (1/23-4/25), Consumer ChatGPT & Google Search Global Desktop User Retention Rates (1/23-4/25),
per YipitData per YipitData

TN ——— N YT N RARNAeE S e an A VA VARSI AREEE A N SRR VA v
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Al Chatbots @ Work Tells =

Al Chatbots @ Work Tells =>72% i
HEPR ) B

>72% Doing Things Quicker / Better

% of Employed USA Adults Using Al Chatbots Who Say Tools Have Been

Allowing Them to Do
Things More Quickly

Improving the Quality
of Their Work

0%

Helpful When It Comes to... — 10/24, per Pew

25% 50%

mExtremely / Very mSomewhat Not Too / Not at All

75%

] AI Chatbots RYSEEMAFEANH, FoniXLE T AAE
EBFRESE) -+ - 10/24, &IC

Allowing Them to Do
Things More Quickly

AESR Ul PN R e 3V )

Improving the Quality
of Their Work

100% 0% 25% 50% 75% 100%

mExtremely / Very mSomewhat Not Too / Not at All

BOND
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Al Chatbots @ School Tells (ChatGPT as Proxy)

Bias to Research / Problem Solving / Learning / Advice

OpenAl ChatGPT Usage Survey, USA Students Ages 18-24 — 12/24-1/25, per OpenAl

@ toucation and caresr refated use cases

All other use cases

Starting papers/projects
Summarize texts

Brainstorm creative projects
Explore topics

Edit writing

Mathematical problem-solving
Exam preparation

Academic research

Tuloring

Essay drafting
Career-related writing
Exam answers

Science research
Create lesson plans
Language leaming
Gareer advice

Predict a grade
Relationship advice
Computer programming

Orgarizing schedules

Grade school work

Facilitate student collaboration
Job search

Mental health help

Physical health help

Social madia contant help
Visual data analysis

10% 20% 30% 40% 50%

% of 18-24 year old students who currently use Al

PRI N T2

TREMI R AL as ATFIR ( ChatGPT 7ENEE) =

K5/ TRARER [ 57> [ BB (i AL

OpenAl ChatGPT Usage Survey, USA Students Ages 18-24 — 12/24-1/25, per OpenAl

@ toucation and caresr refated use cases

All other use cases

Starting papers/projects
Summarize texts

Brainstorm creative projects
Explore topics

Edit writing

Mathematical problem-solving
Exam preparation

Academic research

Tuloring

Essay drafting
Career-related writing
Exam answers

Science research
Create lesson plans
Language leaming
Gareer advice

Predict a grade
Relationship advice
Computer programming

Orgarizing schedules

Grade school work

Facilitate student collaboration
Job search

Mental health help

Physical health help

Social madia contant help
Visual data analysis

% of 18-24 year old students who currently use Al

10% 20% 30% 40% 50%
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Al Usage Expansion — Deep Research =

Automating Specialized Knowledge Work

AT EHY fe — IREERTS =

{E

H 3L RTR T

Select Al Company Deep Research Capabilities — 12/24-2/25, per Google, OpenAl & xAl

Google Gemini
Deep Research

Start research

k

Get up to speed on just about anything with
Deep Research, an agentic feature in
Gemini that can automatically browse up to
hundreds of websites on your behalf, think
through its findings, and create insightful
multi-page, reports that you can turn into
engaging podcast-style conversations. ..

...It’s a step towards more agentic Al that
can move beyond simple question-
answering to become a true collaborative
partner.

- Google Deep Research Overview,
launched 12/24

OpenAl ChatGPT
Deep Research

What can | help with?

Today we’re launching deep research in
ChatGPT, a new agentic capability that
conducts multi-step research on the
internet for complex tasks.

It accomplishes in tens of minutes what
would take a human many hours...

...Deep research marks a significant step
foward our broader goal of developing
AGlI, which we have long
envisioned as capable of producing
novel scientific research.

- OpenAl Deep Research
Press Release, 2/25

xAl Grok
DeepSearch

To understand the universe, we must
interface Grok with the world...

...As a first step towards this vision, we are

rolling out DeepSearch — our first agent.
It's a lightning-fast Al agent built to
relentlessly seek the truth across the
entire corpus of human knowledge.
DeepSearch is designed to synthesize
key information, reason about
conflicting facts and opinions, and
distill clarity from complexity.

- XAl Grok 3 Beta Press Release, 2/25

Select Al Company Deep Research Capabilities — 12/24-2/25, per Google, OpenAl & xAl

Google Ge
mini (REHFFT

Start research

k

FENTRRERTIEHOE 1 LT I,
B Gemini g —TRBIIRE, ATARE
I S E DI, BRI,
HOIERANE NS TUR S, 17 I
FeAL 3 AN BEHE A A

CXRAEERREMEN Al N—F,
A DA B B Y ) Ekjvﬁjhﬁ’ﬁ’m\f’ﬂk
(58

- Google IREWIFMEY, T 24412 A
HEH

OpenAl ChatGPT
IREEBT 5T

What can | help with?

Today we’re launching deep research in
ChatGPT, a new agentic capability that
conducts multi-step research on the
internet for complex tasks.
BRI LN AR TR EAC B BV NN A fE
SERHT TAE ...

- RER RS ETERINITR AGL 8
FrzBmalTEEZ—S, HM—HIA
N AGI RERE A BT BRI ERF T

- OpenAl IRFEHFFEHr EI e,
2/25

xAl Grok
DeepSearch

TR, BATDAUME Grok 5H#H R

CAEREAX—RBENE—H, RIEE
) DeepSearch— AT — MU, ©

B NN POER AT REE, SEAH
TEREA NRARAR R R FHEA,
DeepSearch EE%?G?Q%%E[, HEFEAH
BRI SCAILR, FENE 2R iR
LH TR AT R

- XAI Grok 3 Beta #[aElfs, 2/25

BOND

Al User + Usage + CapEx Growth = Unprecedented

87

BOND

87



Al Agent Evolution = Al Agent Evolution =

Chat Responses — Doing Work Chat Responses — Doing Work
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A new class of Al is now emerging — less assistant, more service provider.
What began as basic conversational interfaces may now be evolving into something far more capable.

Traditional chatbots were designed to respond to user prompts, often within rigid scripts or narrow flows.
They could fetch answers, summarize text, or mimic conversation — but always in a reactive, limited frame.

Al agents represent a step-change forward. These are intelligent long-running processes
that can reason, act, and complete multi-step tasks on a user’s behalf. They don’t just answer questions —
they execute: booking meetings, submitting reports, logging into tools, or orchestrating workflows across platforms,
often using natural language as their command layer.

This shift mirrors a broader historical pattern in technology.
Just as the early 2000s saw static websites give way to dynamic web applications —
where tools like Gmail and Google Maps transformed the internet from a collection of pages into a set of utilities —
Al agents are turning conversational interfaces into functional infrastructure.

Whereas early assistants needed clear inputs and produced narrow outputs, agents promise to operate with goals,
autonomy and certain guardrails. They promise to interpret intent, manage memory, and coordinate across
apps to get real work done. It’s less about responding and more about accomplishing.

While we are early in the development of these agents, the implications are just starting to emerge.
Al agents could reshape how users interact with digital systems —
from customer support and onboarding to research, scheduling, and internal operations.

Enterprises are leading the charge; they’re not just experimenting with agents, but deploying them,
investing in frameworks and building ecosystems around autonomous execution.
What was once a messaging interface is becoming an action layer.

A new class of Al is now emerging — less assistant, more service provider.
What began as basic conversational interfaces may now be evolving into something far more capable.

EGNRALEE N ETEMR A PR, @R A SRR R, BT DEREVE R, B SORS IS -

HARAERANI, A IRIHEZEN,

AT REEREB RTDE A — KD, IXERERER. KEISITRIRE, AT, 113 REA P e S BE
5o EffIFRZEZFRE - e IS T: ST S, SR TARPIAE 61 Workflow, @R E
RIESENHML R,

TG AR iz Bl ORI ) T2 (9 P s, 1E40 2000 FEAHIHRRSMESLEA T-8)7S Web W R —+ —
Gmail A1 Google Maps J5 T HARF ELECIM M TSR & AN KR P R 6 —AL AR IEAE RIS SR 5 A N DhRE M2
fii szt

BIARBh TR S R R AT AP, T ARENA RS, B EMWMREEREE NatT, el IRiER
BEE. BRNEIHENBRER ZEE TR SR, XEZMEXF MmN,

BERBATTICAE T IX AT R R AR B, EHZIA WIWDHE 20, AT REERIRE AR P 55
FROZARTTH - NEFSHFNGI SRR, HEZHNENZE,

eAVIEESISER; i) AEReNE, EESpEC], KR THEIOFHESE TRITHREESR
Gt. HANHEMLIBSEIEEZR—MTEZ,
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Al Agent Interest (Google Searches) = Al Agent Interest (Google Searches) =

+1,088% Over Sixteen Months +1,088% Over Sixteen Months

Global Google Searches for ‘Al Agent’ (K) — 1/24-5/25, per Google Trends ‘Al Agent’ (K) B2k Google 3 - 1/24-5/25, ##E Google Trends

3/11/25: OpenAl Introduces 3/11/25: OpenAl Introduces
Developer Tools for Al Agents Developer Tools for Al Agents

\ \
/ /
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Al Agent Deployments = Al Agent Deployments =

Al Incumbent Product Launches Accelerating Al Incumbent Product Launches Accelerating
Al Incumbent Agent Launches AT AT E SRR & AT
Agent Released Select Capabilities Agent &1 I EETRE
Salesforce Agentforce * Automated gustomer support * Lead qualification Salesforce Agentforce o HNMEE P SRREAIfR R o BEESREIAE
(10/24 = General Release) + Case resolution + Order tracking (10/24 = FEREA) . o ITHERER
Anthropic Claude 3.5 Computer Use « Control computer screen directly to perform tasks like Anthropic Claude 3.5 T+&HL{#EH o BRI R RORATIE AT MRS SR IR, AT LRSSk
(10/24 = Research Preview Release) pulling data from websites, making online purchases, etc. (10/24 = W5 HYEIR ) FES
OpenAl Operator - Control computer screen directly to perform tasks like OpenAl Operator o B R RO AT I A0 S R, HEAT AR K
P P
(1/25 = Research Preview Release) pulling data from websites, making online purchases, etc. (1/25 = W5 ERR) FES5
e - e
e - Amazon Nova Act « Home automation + Purchasing e - Amazon Nova Act . KEAMK + Purchasing
- R s (3/25 = Research Preview Release) * Information collection * Scheduling - R s (3/25 = FA5RTIYEARR ) - ERIEE * Scheduling
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Next Frontier For Al = Al = Y F—"1HEITE
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Artificial General Intelligence
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Artificial General Intelligence, or AGl, refers to systems capable of performing the full range of human intellectual tasks —
reasoning, planning, learning from small data samples, and generalizing knowledge across domains.
Unlike current Al models, which excel within specific (albeit broad) boundaries, AGI would be able to operate
fully flexibly across disciplines and solve unfamiliar problems without retraining.
It represents a major milestone in Al development — one that builds on recent
exponential gains in model scale, training data, and computational efficiency.

Timelines for AGI remain uncertain, but expert expectations have shifted forward meaningfully in recent years.
Sam Altman, CEO of OpenAl, remarked in January 2025, We are now confident we know how to build AGI as we have
traditionally understood it. This is a forecast, not a dictum, but it reflects how advances in model architecture,
inference* efficiency, and training scale are shortening the distance between research and frontier capability.

The broader thread is clear: Al development is trending at unprecedented speed, and
AGl is increasingly being viewed not as a hypothetical endpoint, but as a reachable threshold.

If / when achieved, AGI would redefine what software (and related hardware) can do. Rather than executing
pre-programmed tasks, AGI systems would understand goals, generate plans, and self-correct in real time.
They could drive research, engineering, education, and logistics workflows with little to no human oversight —
handling ambiguity and novelty with general-purpose reasoning. These systems wouldn’t require extensive
retraining to handle new problem domains — they would transfer learning and operate with context,
much like human experts. Additionally, humanoid robots powered by AGI would have the
power to reshape our physical environment and how we operate in it.

Still, the implications warrant a measured view. AGl is not a finish line, but a phase shift in capability — and how it
reshapes institutions, labor, and decision-making will depend on the safeguards and deployment
frameworks that accompany it. The productivity upside may be significant, but unevenly distributed.

The geopolitical, ethical, and economic implications may evolve gradually, not abruptly.
As with earlier transitions — from industrial to digital to algorithmic — the full consequences will be
shaped not just by what the technology can do, but by how society chooses to adopt and govern it.

*Inference = Fully-trained model generates predictions, answers, or content in response to user inputs. This phase is much faster and more efficient than training.
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Next Frontier For Al = Artificial General Intelligence
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Al User + Usage + CapEx Growth = ATHFP + fHE + BASZHIEEK =
Unprecedented HIFTRAE
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To understand where technology CapEx is heading, it helps to look at where it's been.
Over the past two decades, tech CapEx has flexed upward at points through data’s long arc —
first toward storage / access, then toward distribution / scale, and now toward computation / intelligence.

The earliest wave saw CapEx pouring into building internet infrastructure —
massive server farms, undersea cables, and early data centers that enabled Amazon, Microsoft, Google and
others to lay the foundation for cloud computing. That was the first phase: store it, organize it, serve it.

The second wave - still unfolding — has been about supercharging compute for data-heavy Al workloads,
a natural evolution of cloud computing. Hyperscaler* CapEx budgets now tilt increasingly toward
specialized chips (GPUs, TPUs, Al accelerators...), liquid cooling, and frontier data center design.

In 2019, Al was a research feature; by 2023, it was a capital expenditure line item.
Microsoft Vice Chair and President Brad Smith put it well in a 4/25 blog post:
Like electricity and other general-purpose technologies in the past, Al and
cloud datacenters represent the next stage of industrialization.

The world's biggest tech companies are spending tens of billions annually — not just to gather data,
but to learn from it, reason with it and monetize it in real time. It's still about data — but now,
the advantage goes to those who can train on it fastest, personalize it deepest, and deploy it widest.

*Hyperscalers (large data center operators) are Amazon Web Services (AWS), Microsoft Azure, Google Cloud Platform (GCP), Alibaba Cloud,
Oracle Cloud Infrastructure (OCI), IBM Cloud & Tencent Cloud.
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CapEx Spend — Big Technology Companies = WA H — REIRENF] =

On Rise for Years as ZHERMEELTREHE + 17
Data Use + Storage Exploded {if A K =B T BT
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CapEx Spend @ Big Six* Tech Companies (USA) = E AN KREHR A F] * BIEARSH =+21% i T HEFYH K

+21% Annual Growth Over Ten Years

Big Six* USA Public Technology Company CapEx Spend ($B) vs. Global Data EEANK* EHBRHAFISEAX N (He3m) SekEdEEkE (FEFT) —2014-2024
Generation (Zettabytes) — 2014-2024, per Capital IQ & Hinrich Foundation i, BESKIE: Capital IQ #1 Hinrich Foundation

As data volumes rise, CapEx required |
to build more hyperscale data
centers, faster network infrastructure,
& more compute capacity

CapEx: +21% / Year CapEx: +21% / Year
Data: +28% / Year Data: +28% / Year

As data volumes rise, CapEx required |
to build more hyperscale data
centers, faster network infrastructure,
& more compute capacity
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CapEx Spend for Tech Hyperscalers = Mirrored by... BHXE L = BIEARSH R +37% B TEF I

+37% Annual Cloud Revenue Growth Over Ten Years RS
Global Hyperscaler Cloud Revenue ($B) — 2014-2024, RGBT BB (T23E7T) -2014-2024 4F, RIE
per Company Disclosures & Morgan Stanley Estimates N FE AN AR PR T
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CapEx Spend — Big Technology Companies = CapEx X — REBHFA] =
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Al Model Training Dataset Size = AT BRI B R EE R/ = BHFEE K 250%, #5752 15 F, B

250% Annual Growth Over Fifteen Years, per Epoch Al Epoch Al
Al Model Training Dataset Size (Tokens) by Model Release Year — 6/10-5/25, per Epoch Al YRR R AR X0 B9 AT BN ZR8dRE R/ (Token ) - 6/10-5/25, X Epoch Al
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CapEx Spend @ Big Six* Tech Companies = KIS E Sk * RHEAFIE AL H =+63% [F L&

+63% Y/Y & Accelerated... & NINIE
Big Six* USA Public Technology Company CapEx Spend ($B) vs. Global ChatGPT EEARIANEL * EHARRARATRIRASH (H123E5m) 52K ChatGPT &AEkH- (BH) -
Weekly Active Users (MM) — 2014-2024, per Capital IQ & OpenAl 2014-2024 4, £dEKJE: Capital IQ A1 OpenAl

2023-2024 Change:
Big Six CapEx = +63%
ChatGPT WAUSs = +200%'

2023-2024 Change:
Big Six CapEx = +63%
ChatGPT WAUSs = +200%'
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..CapEx Spend @ Big Six* Tech Companies = . RAEIRHY A F] (Big Six* ) RIBASH = AR 15%,

15% of Revenue & Accelerated vs. 8% Ten Years Ago Ei" AN, RN 8%
Big Six* USA Public Technology Company — CapEx Spend ($B) vs. % of Revenue - EEZNR* EHRHATE - A (H23E7m) SWAE 7 b -2014-2024 47, EdERIR
2014-2024, per Capital 1Q & Morgan Stanley Capital 1Q FIEER -,
+21 % / Year +21 % [ Year
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CapEx Spend @ Amazon AWS = CapEx Spend @ Amazon AWS =

Cloud vs. Al Patterns =5 N\ T2 GERR
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CapEx as % of Revenue (AWS as Proxy) — Al vs. Cloud Buildouts =

49% (2024) vs. 4% (2018) vs. 27% (2013), per Morgan Stanley

Amazon AWS CapEx as % of Revenue — 2013-2024, Estimated per Morgan Stanley

27%

Initial Cloud Infrastructure
Build-Out

AWS CapEx as % of revenue
decreased as upfront infrastructure
investments slowed & revenue grew...
will Al follow?

4%

Al / ML Infrastructure 49%
Build-Out

From 2020, AWS began rapidly
scaling CapEx (+30% Y/Y) to
build Al / ML infrastructure,
potentially restarting cycle

AR SWARE L (BLAWS ARER)  -Al S =EahIRHEE RIS =49% (
2024 4F) vs.4% (2018 4F) vs.27% (20134F) , #dERIR: FEERLFIA

Amazon AWS CapEx as % of Revenue — 2013-2024, Estimated per Morgan Stanley

27%

Initial Cloud Infrastructure
Build-Out

AWS CapEx as % of revenue
decreased as upfront infrastructure
investments slowed & revenue grew...
will Al follow?

4%

Al / ML Infrastructure 49%
Build-Out

From 2020, AWS began rapidly
scaling CapEx (+30% Y/Y) to
build Al / ML infrastructure,
potentially restarting cycle
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Tech CapEx Spend Partial Instigator = FORE AT T 3B A & =
Material Improvements in GPU Performance GPU 1ERERYEE RIS
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NVIDIA GPU Performance = NVIDIA GPU M:gefE/\ENTE

+225x Over Eight Years Ft =+225 fi%

. - \ N AL V- & S Y .
Performance of NVIDIA GPU Series Over Time — 2016-2024, per NVIDIA NVIDIA GPU Z4|FEIN [RIHEFZHYPERE — 2016-2024, Z4dEKE: NVIDIA
$1B Data Center Comparison 10 {2 =R DX L
GPT-MoE Inference Workload! GPT-MoE #H T{E A 1
Pascal Volta Ampere  Hopper Blackwell Pascal Volta Ampere  Hopper Blackwell
2016 2018 2020 2022 2024 For a Theoretical $1B-Scale Data Center... 2016 2018 2020 2022 2024 For a Theoretical $1B-Scale Data Center...
p\ p\
N f GP 46K 43K 28K 16K 11K . .
umber of GPUs 6 3 8 6 ...Performance +225x over eight years Number of GPUs 46K 43K 28K 16K 1K ...Performance +225x over eight years
+225x while requiring 4x fewer GPUs. .. +225x while requiring 4x fewer GPUs. ..
Factory Al FLOPS 1EF 5EF 17EF 63EF 220EF v Factory Al FLOPS 1EF 5EF 17EF 63EF 220EF J
+30,000x eight years, implying +30,000x higher +30,000x eight years, implying +30,000x higher
Annual Token Revenue $240K $3M $24M $300M $7B theoretical token revenue... ) Annual Token Revenue $240K $3M $24M $300M $7B theoretical token revenue... )
™ ™
DC Power 37TMW 34MW 25MW 19MW 21MW ...Data center power use down 43% over DC Power 37TMW 34MW 25MW 19MW 21MW ...Data center power use down 43% over
+50,000x eight years, leading to +50,000x greater +50,000x eight years, leading to +50,000x greater
Token Per MW-Year 1.38 2.9B 200B 3T 65T per-unit energy efficiency Y Token Per MW-Year 1.38 2.9B 200B 3T 65T per-unit energy efficiency Y
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NVIDIA Installed GPU Computing Power =

100x+ Growth Over ~Six Years

NVIDIA Installed GPU Computing Power =
100x+ Growth Over ~Six Years

Global Stock of NVIDIA GPU Computing Power (FLOP/s) — Q1:19-Q4:24, per Epoch Al
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Exponentially-greater computing
capacity
3x10% -
2x10% ~
1107 -
S e T Eig= 11
0 — — _..-‘—n_*_ ; - :
2020

M Hopper
B Ampere
B Volta
W Pascal

Global Stock of NVIDIA GPU Computing Power (FLOP/s) — Q1:19-Q4:24, per Epoch Al

3x10%'
FuigH =
1x10”' -
[ e e b
2020

Simultaneous expansion of GPU /
computing-related CapEx alongside
rising performance-per-GPU =

Exponentially-greater computing
capacity

M Hopper
B Ampere
B Volta
W Pascal

BOND

Tech CapEx Spend Partial Instigator = Material Improvements in GPU Performance

107

BOND RV 3 HER BN E = GPU AERI EAOH

107




Tech CapEx Spend Beneficiary = Tech CapEx Spend Beneficiary =

NVIDIA NVIDIA

BOND 108 BOND 108



Key Tech CapEx Spend Beneficiary = NVIDIA... FERABARLTHZEE = NVIDIA... HEEREIEH DAL

25% & Rising of Global Data Center CapEx, per NVIDIA Y 25% HidE B (1R NVIDIA £d7)
Global Data Center CapEx ($B) vs. NVIDIA’s Data Center Revenue as EEREGEFOEAZH  (F5T) 5 NVIDIA BIEUEROUIN G E R O AT H
Percent of Data Center CapEx (Global) — 2022-2024, per NVIDIA @ GTC (&3k) BBETE = 2022-2024 4 (AR#E NVIDIA @ GTC Z48)

v 1 |
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Technology Company Spend = R a] S H

]

R&D Rising Along with CapEx b7 > A BEE B AN S H S0

BOND 110 BOND 110



R&D Spend @ Big Six* USA Public Tech Companies = FENK * EHRELARINIAZ S = SURARY 13%, T8

13% of Revenue...vs. 9% Ten Years Ago A9 9%
Big Six* USA Public Technology Company — R&D Spend ($B) vs. % of Revenue - Big Six* USA Public Technology Company — R&D Spend ($B) vs. % of Revenue -
2014-2024, per Capital 1Q 2014-2024, per Capital 1Q

+2o % / Year | +2o % / Year |
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Tech Big Six (USA) = ELERFESLIE =
Loaded With Cash to Spend on Al & CapEx HEREBNSHT AN LEGEME AT H
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Big Six* Generating Loads of Cash = Big Six* Generating Loads of Cash =+263% i3 E=+FBHMERIEK

+263% Growth in Free Cash Flow Over Ten Years to $389B... Z 3890 1Z2%=7T

Big Six* Public Technology Companies — Free Cash Flow ($B) — 2014-2024, per Capital I1Q Big Six* Public Technology Companies — Free Cash Flow ($B) — 2014-2024, per Capital I1Q
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...Big Six* Generating Loads of Cash = e NBk T FEARENE =+103% +EUBHKE

+103% Growth in Cash Over Ten Years to $443B 4430 1237t
Big Six* USA Public Technology Company Cash on Balance Sheet ($B) — 2014-2024, EEZNR* EHRARRE AR RIS (H23Eom) - 2014-2024 4, HdEKJHE: Capital I
per Capital I1Q Q
I =i || I‘ II II I =i || I‘ II II
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To understand the evolution of Al computing economics, it's constructive to look at where costs are concentrated —
And where they’re headed. The bulk of spending in Al large language model (LLM) development
is still dominated by compute — specifically, the compute needed to train and run models.
Training costs remain extraordinarily high and are rising fast,
often exceeding $100 million per model today. As Dario Amodei, CEO of Anthropic, noted in mid-2024,
Right now, [Al model training costs] $100 million. There are models in training today that are more like a billion...
| think that the training of...$10 billion models, yeah, could start sometime in 2025.

Around these core compute costs sit additional high-cost layers:
research, data acquisition and hosting, and a mix of salaries, general overhead, and go-to-market operations.
Even as the cost to train models climbs, a growing share of total Al spend is shifting toward inference —
the cost of running models at scale in real-time. Inference happens constantly,
across billions of prompts, queries, and decisions, whereas model training is episodic.
As Amazon CEO Andy Jassy noted in his April 2025 letter to shareholders,
While model training still accounts for a large amount of the total Al spend, inference...
will represent the overwhelming majority of future Al cost because customers
train their models periodically but produce inferences constantly.
NVIDIA Co-Founder & CEO Jensen Huang noted the same in NVIDIA’s FQ1:26 earnings call, saying
Inference is exploding. Reasoning Al agents require orders of magnitude more compute.

At scale, inference becomes a persistent cost center — one that grows in parallel with usage,
despite declines in unit inference costs.

The broader dynamic is clear: lower per-unit costs are fueling higher overall spend.
As inference becomes cheaper, Al gets used more.
And as Al gets used more, total infrastructure and compute demand rises — dragging costs up again.

The result is a flywheel of growth that puts pressure on cloud providers, chipmakers, and enterprise IT budgets alike.

The economics of Al are evolving quickly —
but for now, they remain driven by heavy capital intensity, large-scale infrastructure,
and a race to serve exponentially expanding usage.

To understand the evolution of Al computing economics, it's constructive to look at where costs are concentrated —
And where they’re headed. The bulk of spending in Al large language model (LLM) development
is still dominated by compute — specifically, the compute needed to train and run models.
Training costs remain extraordinarily high and are rising fast,
often exceeding $100 million per model today. As Dario Amodei, CEO of Anthropic, noted in mid-2024,
Right now, [Al model training costs] $100 million. There are models in training today that are more like a billion...
| think that the training of...$10 billion models, yeah, could start sometime in 2025.

Around these core compute costs sit additional high-cost layers:
research, data acquisition and hosting, and a mix of salaries, general overhead, and go-to-market operations.
Even as the cost to train models climbs, a growing share of total Al spend is shifting toward inference —
the cost of running models at scale in real-time. Inference happens constantly,
across billions of prompts, queries, and decisions, whereas model training is episodic.
As Amazon CEO Andy Jassy noted in his April 2025 letter to shareholders,
While model training still accounts for a large amount of the total Al spend, inference...
will represent the overwhelming majority of future Al cost because customers
train their models periodically but produce inferences constantly.
NVIDIA Co-Founder & CEO Jensen Huang noted the same in NVIDIA’s FQ1:26 earnings call, saying
Inference is exploding. Reasoning Al agents require orders of magnitude more compute.

At scale, inference becomes a persistent cost center — one that grows in parallel with usage,
despite declines in unit inference costs.
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For one lens into the economics of Al infrastructure,
it's useful to look at the pace and scale of data center construction.
The current wave of Al-driven demand has pushed data center spending to historic highs.
According to Dell’Oro Research, global IT company data center CapEx
reached $455 billion in 2024 and is accelerating.

Hyperscalers and Al-first companies alike are pouring billions into building out
compute-ready capacity — not just for storage, but for real-time inference and
model training workloads that require dense, high-power hardware.
As Al moves from experimental to essential, so too do data centers.
Per NVIDIA Co-Founder and CEO Jensen Huang, These Al data centers...are, in fact, Al factories.

That race is moving faster than many expected.
The most striking example may be xAl’s Colossus facility in Memphis, Tennessee which went
from a gutted factory to a fully operational Al data center in just 122 days.
As noted on page 122, at 750,000 square feet — roughly the size of 418 average USA homes —
it was built in half the time it typically takes to construct a single American house.

Per NVIDIA Co-Founder & CEO Jensen Huang,
What they achieved is singular, never been done before...That is, like, superhuman...
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...These kinds of timelines are no longer the exception. With prefabricated modules, streamlined permitting,
and vertical integration across electrical, mechanical, and software systems, new data centers are
going up at speeds that resemble consumer tech cycles more than real estate development.

But beneath that velocity lies a capital model that’s anything but simple.

CapkEx is driven by land, power provisioning, chips, and cooling infrastructure —
especially as Al workloads push thermal and power limits far beyond traditional enterprise compute.
OpEXx, by contrast, is dominated by energy costs and systems maintenance,
particularly for high-density training clusters that operate near constant load.

Revenue is driven by compute sales — whether in the form of Al APls, enterprise platform fees, or
internal productivity gains. But payback periods are often long, especially for vertically-integrated players
building ahead of demand. For newer entrants, monetization may lag build-out by quarters or even years.

And then there’s the supply chain. Power availability is becoming more of a gating factor.
Transformers, substations, turbines, GPUs, cables — these aren’t commodities
that can be spun up overnight. In this context, data centers aren’t just physical assets —
they are strategic infrastructure nodes. They sit at the intersection of real estate, power,
logistics, compute, and software monetization.

The companies that get this right may do more than run servers —
they will shape the geography of Al economics for the next decade.
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Data Center Buildout Construction Value, USA = Data Center Buildout Construction Value, USA =

+49% & Accelerated Annual Growth Over Two Years +49% & Accelerated Annual Growth Over Two Years
USA Data Center Annualized Private Construction Value ($B) — 1/14-12/24, USA Data Center Annualized Private Construction Value ($B) — 1/14-12/24,
per USA Census Bureau per USA Census Bureau

+28% /
Year

+28% /
Year
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Data Center New Construction vs. Existing Capacity, USA = EEEIETOFESHEREN L =+16 FTEFEENE R R +5

+16x in New vs. +5x in Existing Over Four Years % (PH4EHAA])
Data Center Capacity (Megawatts) by Real Estate Profile, EE FE g - B R R OEE O -
USA Primary Markets — 2020-2024, per CBRE 2020-2024 4, #dER]E: CBRE
+16Xx +16Xx
+5X +5X

Existing capacity New capacity l Existing capacity New capacity l
but newly-filled but newly-filled
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Data Center Build Time (xAl Colossus as Proxy) = BRI IZE R (XAI Colossus fENREE) =122 K

122 Days vs. 234 for a Home vs. £ 234 X
= — /N2 IR AT R -
_122 Days = 122 Days = 122 % = | Ei%jTE’J@ZT)%\ElL \2224... ) 122 Days =
A Fully-Operational Data Center — 2024... One Half-Built House — 2024 750,000 P77 R = HET 418 EEGERIE — MR R F — 2024

750,000 Sq. Ft = Size of 418 USA Homes (Average Build Time = 234 Days) (TR = 234 F)

T R —— =

tal GPUs: 200,000 Total GPUs: 200,000

se 1. 122 days 2 1. 122 days - 100k

750,000 Square Feet 1,792 Square Feet 750,000 “F 7R 1,792 755 R
(" We were told it would take 24 months to ) RIS 24 AL, )
build. So we took the project into our own W, BAEAEFETXANTE, FkE—
hands, questioned everything, removed ), ER—PIRRER, HALEPD N RS
whatever was unnecessary, and S -
accomplished our goal in four months. U NISE A
\_ - XAl Website W, \_ - XAT W35k -/
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Data Center Compute (xAl Colossus as Proxy) = BHEHOHE (xAI Colossus TENMRIE) =fEENH

0 to 200,000 GPUs in Seven Months M 0 £l 200,000 D GPU

XAl Colossus GPUs - 4/24-11/24, per XAl xAI Colossus GPU —4/24-11/24, #RE xAl

xAl Colossus GPUs (K) xAI Colossus GPU (K)

xAl ultimately plans on 1MM xAl ultimately plans on 1MM
GPUs, per Memphis Chamber GPUs, per Memphis Chamber

\ 1 ‘ f \’ [ of Commerce ; 1 ‘ ( »\’ [ of Commerce
UL AN , UL AN v

We’'re running the world’s biggest supercomputer, Colossus. We’re running the world’s biggest supercomputer, Colossus.
Built in 122 days — outpacing every estimate — Built in 122 days — outpacing every estimate —
it was the most powerful Al training system yet. it was the most powerful Al training system yet.
Then we doubled it in 92 days to 200k GPUs. Then we doubled it in 92 days to 200k GPUs.
This is just the beginning... This is just the beginning...
...We doubled our compute at an unprecedented rate, ...We doubled our compute at an unprecedented rate,
with a roadmap to 1M GPUs. Progress in Al is driven by with a roadmap to 1M GPUs. Progress in Al is driven by
compute and no one has come close to building at this compute and no one has come close to building at this
magnitude and speed. magnitude and speed.
- XAl Website, 5/25 - XAl Website, 5/25

BOND Data Centers = Key Beneficiary of Al CapEx Spend 123 BOND HAaHo = AT BAZHIN 2255 123



Data Centers = BAEFO =

Electricity Guzzlers FEFH K

BOND 124 BOND 124



Al and energy observations / quotes (in italics) here and the two pages that follow are from
‘World Energy Outlook Special Report —
Energy and Al’ (link) from IEA (International Energy Agency)* — 4/10/25

To understand where energy infrastructure is heading, it helps to examine the rising tension between Al
capability and electrical supply. The growing scale and sophistication of artificial intelligence
is demanding an extraordinary amount of computational horsepower, primarily from Al-focused data centers.
These facilities — purpose-built to train and serve models —
are starting to rival traditional heavy industry in their electricity consumption.

There is no Al without energy — specifically electricity (p. 3).
Data centers accounted for around 1.5% of the world’s
electricity consumption in 2024 (p. 14). Energy demand growth has been rapid:
Globally, data centre electricity consumption has grown by around 12% per year since 2017,
more than four times faster than the rate of total electricity consumption (p. 14).
As power demand rises, so too does its concentration:
The United States accounted for...[45% of global data centre electricity consumption],
followed by China (25%) and Europe (15%)...
nearly half of data centre capacity in the United States is in five regional clusters (p. 14).

The flipside is true as well: Emerging and developing economies other than China account for 50% of the
world’s internet users but less than 10% of global data centre capacity (p. 18)...

AL AN JGEER TR AL FIRETRWISR / 515 (RMAF) okl “ tHREEEREISIIRE —— 8EF
S5ATEg” (link), H1IEA (EPREEFRE) KA * - 4/10/25

2T R TR B IR R R TT A, FREM N TR REZ B H 25 B KL R
REJIAIEE I BER,, N TR RERY H 28 3 K AR & 26 R 2R ERVTHRRE )1, FZRE DA TR HOREdE
L
XL — LT TR TIZRFIARSS B —, EATHER I THFET I S SR E L
N2l

A RETRM A N TERE - Riall2ih (BB 300 o ROy H# R 2024 £/ 7H
FEEM 1.5% (5814 11) . REJRFESRIGKAUE: H 2017 F£LCk, £BREIEHOHETIEER
BEEKL 12%, 2R EEREEEENUEZ G 14 ) , MERDFRRAGK, HE
HREWMAE B EE & - [45% BEIRBIEFLENTERER |, EXREFE (25%) FAEH

(15%) - EEHE—FIOEEEHOREM T APNXEERFT (88 1400 o

FH— T EWRII . BRAPE DN SR R P25 R S R T B A B30 50%, B E2REGEFOLEENFR
3 10% (%18 m)
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...Al's power demands are increasing — and its progress is increasingly bottlenecked not by
data or algorithms, but by the grid and strains related to demand.

While Al presently places considerable demands on the energy sector,
it is also already unlocking major energy efficiency and operational gains...
Al is already being deployed by energy companies to transform and optimize energy and
mineral supply, electricity generation and transmission, and energy consumption (p. 16).

Current Al-driven demand is extremely high.
This is forecast to continue, especially as capital gushes into model providers that, in turn,
spend on more compute. At some point, these model builders
will need to turn a profit to be able to spend more.

While demand — for both compute and energy — will inevitably continue to rise as consumer and
business usage does the same, data centers will ultimately only serve those who pay their bills.

*IEA member countries include Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, ltaly, Japan, S. Korea, Latvia, Lithuania, Luxembourg, Mexico,

Netherlands, New Zealand, Norway, Poland, Portugal, Slovak Republic, Spain, Sweden, Switzerland, Republic of Tiirkiye, United Kingdom, and United States. IEA Association countries include Argentina, Brazil, China,
Egypt, India, Indonesia, Kenya, Morocco, Senegal, Singapore, S. Africa, Thailand, and Ukraine.

All data shown, unless otherwise specified, is global. Italicized text is directly quoted from the report.

- NILBBERVEBNTHERIEFRLRN - HAE5 o ek sz 2| F A5 75 KA S IR D BT, A2 B ek
%:‘Zzo

RN TR H A BETREL 1t TR K, EEBELERNEERAER
MEMzE W - RERAF BTSN TREE, DAL RETRANN = (A |
R DU BETRTHAE (55 16 1)) o

HATA TR REREN AT RAFE S PIHIAEOURFEE R 2R, JTUHRER Sim ABAY
PRALRS, MEARME XS ESHTEZIEREN N, RN, XA
T R B A A BEREBAL P E X,

BN T EMBEIRI TR R — KAl e b H o A e R R mdess Bt -, (HEdRHOREHEN
ARLES A K EA Y NSRBI SS o

*IEA member countries include Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, ltaly, Japan, S. Korea, Latvia, Lithuania, Luxembourg, Mexico,
Netherlands, New Zealand, Norway, Poland, Portugal, Slovak Republic, Spain, Sweden, Switzerland, Republic of Tiirkiye, United Kingdom, and United States. IEA Association countries include Argentina, Brazil, China,
Egypt, India, Indonesia, Kenya, Morocco, Senegal, Singapore, S. Africa, Thailand, and Ukraine.

FRAES AU, SIS RAIFTA SdEs 2R s, <i> RHASCR ERSI B IRE, </i>
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Data Center Electricity Consumption, Global = EEREFET OHBEE, RIE IEA, =+3 T/LFENY

+3x Over Nineteen Years, per IEA K x %
Data Center Energy Consumption by Data Center Type & Equipment, Global — 2005-2024, EEREGEOR AR B BEREHULEERE — 2005-2024 £ (R4E TEA )
per IEA
Capacity by data centre type Electricity consumption Capacity by data centre type Electricity consumption

2005 2010 2015 2020 2024 2005 2010 2015 2020 2024 2005 2010 2015 2020 2024 2005 2010 2015 2020 2024
M Enterprise  m Colocation and service provider W Servers M Other IT M Enterprise  m Colocation and service provider W Servers M Other IT
Hyperscale Cooling Other infrastructure Hyperscale Cooling Other infrastructure
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Data Center Electricity Consumption by Region = FX IR EFEH O R = RIEEIRRETEE (IEA)

USA Leads, per IEA H%E, SEERST
Data Center Electricity Consumption by Region — 2005-2024, per IEA H XA EHREFOH L E - 2005-2024 4, RIBEPrEEIRE (TEA ) RYEHE
Electricity consumption Share of electricity demand Electricity consumption Share of electricity demand

2005 2010 2015 2020 2024 2005 2010 2015 2020 2024 2005 2010 2015 2020 2024 2005 2010 2015 2020 2024

W United States m China m Europe © Asia-Pacific excl. China = Rest of world <+« Global average W United States m China m Europe © Asia-Pacific excl. China = Rest of world <+« Global average

BOND Data Centers = Electricity Guzzlers 128 BOND BHETIL = FEHAS 128



Outline Outline

@ @  AALAUT-H A I AR b2 A, it it
(2 @) ALHF + SRR + BAKHBIK = #iF7
KA
©® Al Model Compute Costs High / Rising + Inference Costs Per Token Falling = © AIBENTERRE [ AW LT+ 84 Token MUEHIAA R = MEAERIF + JFREEH R LT
Performance Converging + Developer Usage Rising
(a) (&) ALY + B + BRHK = ATATR
A
® ® ANTEEESTEM = 2R+ FFREK + hEIEE
® (®) AT SRR RANIE = Pk + Kol
)|
@ @ EEREBOA K AN TEEERS) = AR A K
8 8) ANTHRES TIEZH = AL
HY + TR

BOND 129 BOND 129



To understand where Al model economics may be heading, one can look at the mounting tension between capabilities and costs.

Training the most powerful large language models (LLMs) has become one of the most expensive / capital-intensive
efforts in human history. As the frontier of performance pushes toward ever-larger parameter counts and
more complex architectures, model training costs are rising into the billions of dollars.

Ironically, this race to build the most capable general-purpose models may be accelerating commoditization and driving
diminishing returns, as output quality converges across players and differentiation becomes harder to sustain.

At the same time, the cost of applying/using these models — known as inference — is falling quickly.
Hardware is improving — for example, NVIDIA’s 2024 Blackwell GPU consumes 105,000x less energy per token
than its 2014 Kepler GPU predecessor. Couple that with breakthroughs in models’ algorithmic efficiency,
and the cost of inference is plummeting.

Inference represents a new cost curve, and — unlike training costs — it's arcing down, not up.
As inference becomes cheaper and more efficient, the competitive pressure amongst LLM providers increases —
not on accuracy alone, but also on latency, uptime, and cost-per-token*. What used to cost dollars can now cost pennies.
And what cost pennies may soon cost fractions of a cent.

The implications are still unfolding. For users (and developers), this shift is a gift:
dramatically lower unit costs to access powerful Al.
And as end-user costs decline, creation of new products and services is flourishing, and user and usage adoption is rising.

For model providers, however, this raises real questions about monetization and profits.
Training is expensive, serving is getting cheap, and pricing power is slipping. The business model is in flux. And there are new

questions about the one-size-fits-all LLM approach, with smaller, cheaper models trained for custom use cases™ now emerging.

Will providers try to build horizontal platforms? Will they dive into specialized applications? Only time will tell.
In the short term, it’s hard to ignore that the economics of general-purpose LLMs
look like commodity businesses with venture-scale burn.
*Cost-per-token = The expense incurred for processing or generating a single token (a word, sub-word, or character) during the operation of a language model. It is a key metric used to

evaluate the computational efficiency and cost-effectiveness of deploying Al models, particularly in applications like natural language processing.
**E.g., OpenEvidence

To understand where Al model economics may be heading, one can look at the mounting tension between capabilities and costs.

ZrBaa R ARE SR (LLM) ERO AP B AT | BARERINSE 2 —. BEEERERRTE R BRI
IS RO SRR, BRAIGROAR (E1E BT+ 2R Z3E0T,

HATRRIERAZ, X710 8 R KA AR 2R r RE S INE R (T S UG IR IR, RIN&S5E i R,
HHERWASERELER, SHERN, A /XA R — PR — IR R %, B IEfESOH - N,
NVIDIA 89 2024 Blackwell GPU & token BYBEFELLE 2014 Kepler GPU gif= a1 105,000 12, BN EEREXRE
FEBZE, HEERAIETE R,

PR 7 — SR, HH - SIIZGRANF - ERM TEM, MARM Lo i MRS 5 6 HHHE &R,
LLM R 3Er Z IR BE S 5 D380 — AULCCRAEHERITE T T, IAEMEIR, IEHIZTTISREIAIERX token HIRLA * T3, 1R
T Z AL PRSI B FTRER R ZA L L), I RTHRZEALS LR AT REIR PRATR ZAL e Loy 2 — 307

HEENEART R, MFRP ROTEE) TE, XAERAR 0l DR SO BT M5 R A, F EHLRE
BRAH BRI, #reifikss i eEEz L e, PRI RERGER M T,

A, N FRAMRMRT S, X9 1R 7R TR MARIAERI SRR, IZRA RS, IRSS RASEORBIE, T MPOEE N, ik
BRIEAEZ R, TH, XT—7IUI8 LLM J5iA BB R miE, $0 B e R BIIZRRYEE N, B RS * B £ HI,

PR R = Z A R 2 1g? TS RAZI LN RIE? HER RS, EEN, RE20EA
LLM HIZ5 3 B R G 2 B A XU AR TH FE R R il 55

* IR token FIRRA = TEIBESHIANZ/THAR], B4 A token  (BAdA], FIRIERTRT) AF~2ERI A, BRIETRE AL A OrHEEBRES MIEN ) THERBCRR
A g BT, 4N, OpenEvidence
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Al Model Training Compute Costs = AT BEDJIIZH B =~2, JUFEANE K 400 {5, 81 Epoch ATl &

~2,400x Growth Over Eight Years, per Epoch Al & Stanford Stanford

Estimated Training Cost of Frontier Al Models — 2016-2024, AT AT BN ZR ARG E — 2016-2024, S Epoch Al &
per Epoch Al & Stanford Stanford

Gemini 1.0 Ullra=. Ham 3;1_4053 Gemini 1.0 Ullra'. Ham 3;1_4053
100M Approx & Nerictron 3408 Right now, [Al model training costs] 100M Approx o Ne;otr?-'saoa HAfl, [ATERIZREA | 1123E5T,
+2.400x o '“"“.‘Im"zaoa $100 million. There are models in +2 400X P— 'nﬂecotlm 21808 IEEAENZRUBERY RS2 10 123ETT,
J -1 .. . J alcon-’
PaLm a0 e training today that are more like a Palm (sa0B) " WeEE 2Rk A EIR A 100 {25k
o & :3; s . L ol & :
> GPT-3 1758 (davinci) @ . - billion. ng,h?' I think if W,e go to $1,0 or GPT-3 1758 (davinci) @ ¢ . 1000 {237T, FINNIXKESE 2025 4,
° ® $100 billion, and | think that will ° & ® .
® LoOM-1768 ®Llama 2-70B . BLOOM-1768 ®Llama 2-70B 2026 5, M 2027 ERE -
o olisMA- 658 happen in 2025, 2026, maybe 2027 ... o olisMA- 658 '
™ @ @#lyperCLOVA 82;. LaMDA ™ @ @#lyperCLOVA 82;. LaMDA
GNMT Alphasidt e ...I think that the training of...$10 GNMT Alphasift e e KRN -+ 100 {Z2ETTHEEI I
° n-| TH ° n-|
® obERTatages Vg Meta PsoudoLabels billion models, yeah, could start ® obERTatarges Vg Meta PsoudoLabels SRS TE 2025 fEEYEANRHE TS,
oK sometime in 2025. 100K
L] L]
Xception ® e ) Xception ® 4 N L
° BigGAN-deep $125512 - Anthropic Co-Founder & CEO ° BigGAN-deep $125512 - Anthropic BEA 8106 A FE & REHRIT
o s Dario Amodei (6/24) 10K s ‘E Dario Amodei (6/24)
2016 2017 2018 2019 2020 2021 2022 2023 2024 2016 2017 2018 2019 2020 2021 2022 2023 2024
Publication date Publication date
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To understand the trajectory of Al compute, it helps to revisit an idea from the early days of PC software.
‘Software is a gas...it expands to fill its container,” said Nathan Myhrvold, then CTO of Microsoft in 1997.
Al is proving no different. As models get better, usage increases — and as usage increases, so does demand
for compute. We’re seeing it across every layer: more queries, more models, more tokens per task.

The appetite for Al isn't slowing down. It's growing into every available resource —
just like software did in the age of desktop and cloud.

But infrastructure is not just standing still. In fact, it's advancing faster than almost any other layer in the stack,
and at unprecedented rates. As noted on page 136, NVIDIA’s 2024 Blackwell GPU
uses 105,000 times less energy to generate tokens than its 2014 Kepler predecessor.
It's a staggering leap, and it tells a deeper story —
not just of cost reduction, but of architectural and materials innovation
that is reshaping what's possible at the hardware level.

These improvements in hardware efficiency are critical to offset the strain of increasing
Al and internet usage on our grid. So far, though, they have not been enough.
This trend aligns with Jevons Paradox, first proposed back in 1865* —
that technological advancements that improve resource efficiency actually lead to increased overall usage
of those resources. This is driving new focus on expanding energy production capacity —
and new questions about the grid’s ability to manage.

Yet again, we see this as one of the perpetual ‘a-ha’s’ of technology:
costs fall, performance rises, and usage grows, all in tandem. This trend is repeating itself with Al.

*British economist William Stanley Jevons first observed this phenomenon in 19%-century Britain, where he noticed that improvements in the efficiency of coal-powered steam
engines were not reducing coal consumption but rather increasing it. In his book The Coal Question, he noted ‘It is wholly a confusion of ideas to suppose that the economical use
of fuel is equivalent to diminished consumption. The very contrary is the truth.’

TR N TE R EREE, [Bi— T PC SAFRUINAES AR, G —MSE - e

LUETHEHAR " , M UNMNERRAE Nathan Myhrvold 7£ 1997 FiftiE, A L& REF/EIEAHIEA
A, WGBTS L, [FHEMSN —— JF BREEEH R m, MitENFRRm S, BHI1E
TE—RHEINXMER: BELZHNER. BEZHEE. 8MESEZH token, MATERENFERHEERE-
EEET RIS — T ANEIRP —— SISO = =N AR AT AR,
(BRI E R AT, F L, ERRREERE R ) LA A Z e, FRRETH, 1EWN
55 136 T HHAYAREE, NVIDIA B 2024 Blackwell GPU 724 token FiHFEMRE & LLH: 2014 £ Kepler A&
1105,000 £, XB—NMREARN KK, BHRT —1NERBRNHE —— NMUBBARK, mmE2ZEMFMk
O3, XLEOIFEAEEEEGEE ERRTEEM,

FEEAFRCR BIX 2L O T H 2 B AT R0 BRI EE AT AT AT Bk B, HEIHATAIE,
IXEBGEEAN T, X —E@E GRS AR, X RFT 1865 Fi2H * - AR &R IRRICRIITIR D
KR b2 FBUSMAGE FH B IARLE R IR, X IEAEIERN AMTEREREY RAEIRA 7 8EY) - UK TFHBENERE
BEJIRYFHIR)E,

B—R, HITREMARAKEN “a-187 Z—: SATRE, M Lrt, SHEEK, raXSEeFE
A, XTI AT HHEET,
*British economist William Stanley Jevons first observed this phenomenon in 19"-century Britain, where he noticed that improvements in the efficiency of coal-powered steam

engines were not reducing coal consumption but rather increasing it. In his book The Coal Question, he noted ‘It is wholly a confusion of ideas to suppose that the economical use
of fuel is equivalent to diminished consumption. The very contrary is the truth.’
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Al Inference ‘Currency’ =

Tokens

What are tokens and how to count them?

Updated over 3 months ago

What are tokens?

Tokens can be thought of as pieces of words. Before the API processes the request, the
input is broken down into tokens. These tokens are not cut up exactly where the words
start or end - tokens can include trailing spaces and even sub-words. Here are some
helpful rules of thumb for understanding tokens in terms of lengths:

* 1 token ~= 4 chars in English
* 1 token ~= 34 words
e 100 tokens ~= 75 words

Or

e 1-2 sentence ~= 30 tokens
* 1 paragraph ~= 100 tokens
e 1,500 words ~= 2048 tokens

To get additional context on how tokens stack up, consider this:

* Wayne Gretzky's quote "You miss 100% of the shots you don't take" contains 11 tokens.
® OpenAl's charter contains 476 tokens.
* The transcript of the US Declaration of Independence contains 1,695 tokens.

Al Inference ‘Currency’ =
Tokens

Additional context: 1MM tokens =
~750,000 words...roughly
3,500 pages of a standard book
(12-point font, double-spaced)
5,000 ChatGPT responses*

What are tokens and how to count them?

Updated over 3 months ago

What are tokens?

Tokens can be thought of as pieces of words. Before the API processes the request, the
input is broken down into tokens. These tokens are not cut up exactly where the words
start or end - tokens can include trailing spaces and even sub-words. Here are some
helpful rules of thumb for understanding tokens in terms of lengths:

* 1 token ~= 4 chars in English
* 1 token ~= 34 words
e 100 tokens ~= 75 words

Or

e 1-2 sentence ~= 30 tokens
* 1 paragraph ~= 100 tokens
e 1,500 words ~= 2048 tokens

To get additional context on how tokens stack up, consider this:

* Wayne Gretzky's quote "You miss 100% of the shots you don't take" contains 11 tokens.
® OpenAl's charter contains 476 tokens.

* The transcript of the US Declaration of Independence contains 1,695 tokens.

N FEVERA: 1MM tokens =~750,
000 7] ------ KK
3, 500 mibriEHEE (12 574,
WAEATEE)
+ 5,000 1 ChatGPT [A]& *
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Al Inference Costs — NVIDIA GPUs = Al Inference Costs — NVIDIA GPUs =

-105,000x Decline in Energy Required to Generate Token Over Ten Years -105,000x Decline in Energy Required to Generate Token Over Ten Years

Energy Required per LLM Token (Joules), NVIDIA GPUs - 2014-2024, per NVIDIA Energy Required per LLM Token (Joules), NVIDIA GPUs - 2014-2024, per NVIDIA

-105,000x 105,000x
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Al Inference Costs — Serving Models =

99.7% Lower Over Two Years, per Stanford HAI

Al Inference Costs — Serving Models =
99.7% Lower Over Two Years, per Stanford HAI

Al Inference Price for Customers (per 1 Million Tokens) — 11/22-12/24, per Stanford HAI

Note: Axis is
logarithmic;
every axis tick

A2 B AL #EENRE (B 100 54 tokens ) = 11/22-12/24, 3EjE: Stanford HAI

Note: Axis is
logarithmic;
every axis tick
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Al Cost Efficiency Gains = Al Cost Efficiency Gains =

Happening Faster vs. Prior Technologies Happening Faster vs. Prior Technologies
Relative Cost of Key Technologies by Year Since Launch, B & AT R R BRI AR (B24E) | K: OpenAl
per OpenAl, John McCallum, & Richard Hirsh John McCallum #I Richard Hirsh
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Tech’s Perpetual A-Ha = RIRAIKIER B -Ha = R4S NfF + %8B A — KAXRLHR -

Declining Costs + Improving Performance — Rising Adoption...

USA Internet Users (MM) vs. Relative IT Cost — 1989-2023, per FRED & ITU USA Internet Users (MM) vs. Relative IT Cost — 1989-2023, per FRED & ITU
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...Tech’s Perpetual A-Ha = ...Tech’s Perpetual A-Ha = fiit&

Prices Fall + Performance Rises % + MPERETEFT

Al Model Training Compute (FLOP) vs. Relative IT Cost — 1989-2024, per Epoch Al & FRED Al Model Training Compute (FLOP) vs. Relative IT Cost — 1989-2024, per Epoch Al & FRED
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Al Model Performance =

Converging Rapidly, per Stanford HAI 1 PR Ik 6

Performance of Top Al Models on LMSYS Chatbot Arena — 1/24-2/25, per Stanford HAI Performance of Top Al Models on LMSYS Chatbot Arena — 1/24-2/25, per Stanford HAI
1400 1,385, Google & 1499 1,385, Google &
5] 5]
1,362, DeepSeek & 1,362, DeepSeek &
1,350 1,350

1,300 / 1,300 /

1,250 A 1,250 A
-—""'_-_-. -—""'_-_-.
y y

1,200 1,200
1,150 1,150

1,100 1,100

1,050 1,050
02y, eoeqkp Vg, 02 Oz, Oy 909% 02, 02, S O 02, 02 5 025, 025, " 02y, eoeqkp Vg, 25 02, O3 909% 02, 02, S O 02, 02 5 025, 025, "
Y &6 Vo, or 4”6}, Yy Yy Yo o Ocs Yo, € “on % Y &6 Vo, or 4”6}, Yy Yy Yo o Ocs Yo, € “on e
Al Model Compute Costs High / Rising + Inference Costs Per Token Falling = AT B ARAE | BT+ 8IR Token FUHERTAA RI% = PEREINEL + FFE#H AR
B()ND Performance Converging + Developer Usage Rising 142 B()ND A 142




T =L

N

Al Model Compute Costs High / Rising AT 8 ok e AHER [ 4
+ + =
ﬂ

Inference Costs Per Token Falling

Performance Converging + Developer Usage Rising

BOND 143 BOND 143



To understand the surge in Al developer activity, it's instructive to look at the extraordinary drop in
inference costs and the growing accessibility of capable models.

Between 2022 and 2024, the cost-per-token to run language models fell by an estimated 99.7% —
a decline driven by massive improvements in both hardware and algorithmic efficiency.
What was once prohibitively expensive for all but the largest companies
is now within reach of solo developers,
independent app builders, researchers on a laptop, and mom-and-pop shop employees.

The cost collapse has made experimentation cheap, iteration fast,
and productization feasible for virtually anyone with an idea.

At the same time, performance convergence is shifting the calculus on model selection.

The gap between the top-performing frontier models and smaller, more efficient alternatives is narrowing.

For many use cases — summarization, classification, extraction, or routing —
the difference in real-world performance is negligible.
Developers are discovering they no longer need to pay
a premium for a top-tier model to get reliable outputs. Instead, they can run cheaper models locally or
via lower-cost API providers and achieve functionally similar results,
especially when fine-tuned on task-specific data.

This shift is weakening the pricing leverage of model incumbents

AT EBATERARE GV, BOE T RRHEFE R RYEUE MR DU s R H i Y IE O,

2022 £ 5 2024 FH], BITIBSHEMEE token AT TR T 99.7%—, iX— FFE2 MBI
RIRBCRIIKIE R S, B HERAIAFIA GRS BNA, IENNITRE. AL
N AR . TEETCA G B TR S RIS G2 AR R ZE NS B3 TR AT DAARRZ 1

AR TB S LA A AR A AR AT DU T BRI RS AR, P AIER
FIRIATHY o

Sk, PEREISIOEE AR T 5T 1, REURAERAASIEL S/, TE @B R R 2 R 228
IEFESE/N,
T2 B - M2, 03 TeIEUH —, BISEHS AR ROPEREZE 5= il ARSI, TFRE TR
B, TSR BN RS A S B A RERRTS Pl e OB . A, AT AT DAFE A HE B PRk
ARH) API SR Riaf T E M E AR, FHIRFIIREMMIRIEER, JTCHR AR R RE (55 R EERE THA
o

XA ARy T AR E N TR A AT E A REET

and leveling the playing field for Al development... NFERZRIME -
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...At the platform level, a proliferation of foundation models has created a new kind of flexibility.
Developers can now choose between dozens of models — OpenAl's ChatGPT, Meta’s Llama, Mistral’s
Mixtral, Anthropic’s Claude, Google’s Gemini, Microsoft's Phi, and others —
each of which excels in different domains. Some are optimized for reasoning,
others for speed or code generation. The result is a move away from vendor lock-in.

Instead of consolidating under a single provider who can gate access or raise prices,
developers are distributing their efforts across multiple ecosystems. This plurality of options is
empowering a new wave of builders to choose the best-fit model for their technical or financial needs.

What's emerging is a flywheel of developer-led infrastructure growth.
As more developers build Al-native apps,
they also create tools, wrappers and libraries that make it easier for others to follow.
New front-end frameworks, embedding pipelines, model routers, vector databases,
and serving layers are multiplying at an accelerating rate.

Each wave of developer activity reduces the friction for the next,
compressing the time from idea to prototype
and from prototype to product. In the process, the barrier to building with Al is collapsing —
not just in cost, but in complexity. This is no longer just a platform shift. It's an explosion of creativity.

Technology history has shown — as memorialized by then-Microsoft President Steve Ballmer’s
repeat Developers! Developers! Developers... at a 2000 Microsoft Developers Conference (link)
— the platform that gets the most consistent developer user and usage momentum —
and can scale and steadily improve — wins.

- EESEAE, BEMERNEEENS T —MERIRIES . AR N ITE AT DATEEC RSy = [a] g
1TIEFE - OpenAl B9 ChatGPT . Meta BY Llama . Mistral By Mixtral . Anthropic #J Claude .
Google Y Gemini . Microsoft BY Phi & - A HEAUERE K AR, ALY HEBIETT 7k,
AL IR BACIE A R,  HEE R 2R 7 AN U

RN R A TER] PRI R BAE S s B B — 2 kR R TEE S, MR R RATRYSS o ilE 2 A
ARG, XMERER AL EEMRET — R, HAEN N HEOR SN 55 Rk R S IE B,

FEHINE—MHAALRE T FAUEMIHE K L, MR IR
NG AT JFAEN R, DEeE 7 TR, WAENE, EHMAERS ),
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Al Tool Adoption by Developers = F&REX AT THERRA®R =63%

63% VvS. 44% Y/Y vs. 44% Y/Y
Share of Developers Currently Using Al in Development Processes — 2023-2024, Share of Developers Currently Using Al in Development Processes — 2023-2024,
per Stack Overflow per Stack Overflow
759, 75%
50% 50%
: I : I
OO/O OO/O
Professional Developers Learning to Code Professional Developers Learning to Code
m2023 m2024 m2023 m2024
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Al Developer Repositories — GitHub =

~175% Increase Over Sixteen Months

Number of Al Developer Repositories* on GitHub — 11/22-3/24, per Chip Hyuen

ATl FFREZE G - GitHub =~175 51731

AR R R

Number of Al Developer Repositories* on GitHub — 11/22-3/24, per Chip Hyuen

Category Category

BN Applications Bm  Applications

800 — 800 —
1 m—m Al engineering 1 m—m Al engineering

B Model repo B Model repo
2004 W8 Model development 2004 W8 Model development

B Infrastructure B Infrastructure
600 - 600 -
5007 ChatGPT 5007 ChatGPT

2022-11 2022-11
400 1 400 1
Stable Diffusion Stable Diffusion
2022-08 2022-08
300 1 GPT-3 \ 300 1 GPT-3 \
2020-06 2020-06
hf/transformers hf/transformers
2018-10 2018-10
200 1 Transformers 200 1 Transformers
N—— paper J N—— paper J
2015-11 2015-11
100 1 l l 100 1 l l
0 T y 0 T Y
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024
Year-Month Year-Month
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Al Developer Ecosystem — Google = Al Developer Ecosystem — Google =

+50x Monthly Tokens Processed Y/Y +50x Monthly Tokens Processed Y/Y

Google Monthly Tokens Processed (T) — 5/24-5/25, per Google Google & A AR Token (T) — 5/24-5/25, KiH: Google

Al for every
developer

Al for every
developer

Cnkrs e G B ke e b g b ot

Start building Start building

EAEIXNE, Bl 8 ERATF= 5 APT AR 9.7 FAZA™
token, IMIE, FHATELLELIREIT 480 T2 token — X2 50 {&
Xk,

This time last year, we were processing 9.7 trillion tokens a
month across our products and APIs. Now, we’re processing
over 480 trillion — that’s 50 times more.

- Google I/0 2025 Press Release, 5/25 - Google 1/0 2025 #r[dfE, 5/25
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Al Developer Ecosystem — Microsoft Azure Al Foundry = Al FFRZFESZRSE — Microsoft Azure Al Foundry =+5x Z=

+5x Quarterly Tokens Processed Y/Y FEAR AL & [F] LR

Microsoft Azure Al Foundry Quarterly Tokens Processed (T) — Q1:24-Q1:25, per Microsoft Microsoft Azure Al Foundry Quarterly Tokens Processed (T) — Q1:24-Q1:25, per Microsoft

Azure Al Foundry

Design custormize and marvsge Al apps and agerts at scale

[Microsoft Azure Al] Foundry is the agent and Al app factory. Microsoft Azure Al] Foundry 2R AT AT

HAl, &g 70,000 AR FARKITZ AR IEEFERE - M
Atomicwork . Epic. Fujitsu fil Gainsight, #| H&R Block #
LG Electronics — H T &1t EIAIE PRI AL B AHFICRE,

It is now used by developers at over 70,000 enterprises and
digital natives — from Atomicwork, to Epic, Fujitsu, and
Gainsight, to H&R Block and LG Electronics — to design,
customize, and manage their Al apps and agents.

ARZEERATE T 881t 100 7{24 tokens, FIEEIEK 5 % -
HA Y A A b T RIS~ 8 50 5124 tokens,

We processed over 100 trillion tokens this quarter, up 5x
year-over-year— including a record 50 trillion tokens last
month alone.

- Microsoft FQ3:25 Earnings Call, 4/25 - Microsoft FQ3:25 Earnings Call, 4/25
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Al Developer Use Cases

Broad & Varied

AT JFRFE RG] - 2024, #R4E IBM

Al Developer Use Cases — 2024, per IBM

Testing
Automation

Design

Design

Bug Detection &

Security
Enhancement
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Testing
Automation

Design

Design

Bug Detection &
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Al Model Compute Costs High / Rising Al Model Compute Costs High / Rising
Inference Costs Z’er Token Falling & Token E’Ji’éﬁi}ﬂizli?ﬁ% =
Performance Convergingi Developer Usage Rising VERERE[E] + HRE =LA
...(Likely) Long Way to Profitability .. (FT8E) SEMBAAARKAERE &
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Outline Outline
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G
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Unprecedented
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EIX N
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It’s different this time, we'll make it up on volume, and we'll figure out how to monetize our
users in the future are typically three of the biggest danger statements in business.

That said, in technology investing every once in awhile they can be gold —
Amazon, Alphabet (Google), Meta (Facebook), Tesla, Tencent, Alibaba, Palantir...

In Al, it may indeed be different this time, and the leader(s) will make it up on volume and be able to
monetize users in the future. Though now, ‘different this time’ also means that competition is unprecedented...

We have never seen so many founder-driven / assisted (ex. Apple) companies*
with market capitalizations in excess of $1 trillion — most with gross margins of +50% plus free cash flow —
attacking the same opportunity at the same time in a relatively transparent world, adding in
high stakes competition between global powers — China and the United States.

Ernest Hemingway’s phrase gradually, then suddenly from “The Sun Also Rises’ applies to technology tipping points.

The tipping point for personal computers was the introduction of Apple’s Macintosh (1984) and Microsoft’'s Windows 3.0 (1990).

With the Internet it was Netscape’s IPO (1995). With the Mobile Internet it was Apple’s iPhone App Store launch (2008).
With Cloud Computing it was the launch of AWS (Amazon Web Services) foundational products (2006-2009).
With Al it was the launch of NVIDIA’s A100 GPU chip (2020) and OpenAl’s public version of ChatGPT (2022).
In effect, the global competition for Al kicked in with the launch of China’s DeepSeek (1/25) and
Jack Ma’s attendance at Chinese President Xi Jinping’s symposium of Chinese business leaders (2/25).

The money to fund Al's growth (and losses) comes from big companies with big free cash flow and big balance sheets,
in addition to wealthy and ambitious capital providers from around the world.

No doubt, this dynamic combination of competition / capital / entrepreneurship will rapidly advance Al,
a riddle is determining which business models will be the last ones standing.

*Companies include NVIDIA, Microsoft, Amazon, Alphabet (Google), Meta (Facebook) & Tesla

BORBFIAR, BATRIEIEERIRA, MHBITERS FERBOAERMNOH ML, XEE
T2 R LA R =ME 7 B,

HELE W, FEREARRES, MB/RENHEER NS — LS. Alphabet (Google) «
Meta (Facebook). Tesla. Tencent. Alibaba. Palantir------

EANLEREGUS, IXIRATREWISCA TR, SSEREEBERIh, I HREBERIEAR M. BAWE,
CXREFAAE" BERERFERFIARER -
ATMAR IS G0t 2 alea N3Ks) / &#Bh (Bilan Apple ) WA F] *, HuE#Ed 1 H{23ET - RERA
A HYBAER +50% ANk B ElE R — EAXNER IS, AN SRS, b 2ERREZ A
W XU 54 — AL,

BRNETY - BRAEME (RFERETFHE) FBvEEZRMH, R RAMERTRASIER.

MABRBS|IRREERATHEL Macintosh (1984) MRANAEI#E L Windows 3.0 (1990), BEXMAYS|/E=ZE Netscape BVE
RNFFERE (1995), BEhEEXMAYS /B 2ERAE iPhone RAEERHEL (2008), ~iHHEMGEAE AWS (Amazon
Web Services) Hfir= i (2006-2009), AT 58RI 1R 2 NVIDIA 9 AL00 GPU /&K (2020) #1 OpenAl # ChatGPT
NFFRRAS (2022) B93EH, PR L, BEETE DeepSeek (1/25) BEH UN DS =HEFPEER EFE SHEFHHERRMME XS
(2/25), @K ATLBREZFERTFAER,

AANTEREMERK F5H) REZSHEREAEERRERMBEAR=ARROARE, PICKA RS HEH Hif D) 2hr v
ZN e

ZICREW], RXEES [ BA [ LSRR ahAEE & RIS N TR RERI A Je, B —MHERBUR e MR e ML AR
R HEH,

* \FEIf4E NVIDIA . Microsoft, Amazon. Alphabet (Google) . Meta (Facebook) il Tesla
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Technology Disruption Pattern Recognition =

SORNFIBHE ] = EF R —BHIES

Hundreds of Years of Consistent Signals

Technology disruption has a long-repeating rhythm: early euphoria, break-neck capital formation,
bruising competition, and — eventually — clear-cut winners and losers.

Alasdair Nairn’s ‘Engines That Move Markets’ (link here) distills two centuries of such cycles,
and his observations are prescient for today’s Al boom.
Highlights of his observations follow...

There were several years of strong share-price growth when the railways were supplanting canals.
The bubble of the 1840s deflated under the weight of overheated expectations and changing economic conditions...

...Any technological advance which requires huge capital expenditure always runs a real risk of disappointing returns
in the early years, even if it is ultimately successful...

...Any technology that necessitates heavy capital expenditure and requires returns to be earned
over an extended period is always going to be a high-risk undertaking —
unless, that is, there is some form of protection against competition...

...The winners of these competitive struggles are not always those who have the best technology,
but those who can most clearly see the way that an industry or market is likely to develop...

...One of the clearest lessons of corporate and investment history is that without some barrier to entry,
first-mover advantage can be swiftly lost...

BRI EA KIEERNTZE: BHRPUR, MARNBEARER, BORES, DN - &RE - PR
%o

FHER - B GEFTHHINEIE)  (link here) 4R 7RISR, f
IR TSR Al BREBEN T, L TFEMNROES -

HEREREUST, EELERRMESIE K, 19 #2 40 FRAERER RO T F R RN E TR EETHER -

AEMIREBERE A SRR, B RN, ERPHERFES NREW R E EXE -

A TRER BB A S I TR A K N R N RIS R RO, 4R28 2 — Tt XU Y
undertaking — FRAFE A R RI A PLIzesr -

BT EHNMRAEH RN SERLERARERROA, MEALEBRBEMEIN —MTLXTZTRLRE

CNE AR R P REMNENZ —2, WRREEMHANEL, TR ETRRERREL oo

...A theme that recurs throughout this research is that while identifying the winners from any new technology c REXTHRE—ANERE, BRNEFAFEAT IR L REE R EROMERESN, B/LFEEEEZ IR HIEREZ
is often perilous and difficult, it is almost invariably simpler to identify who the ‘losers’ are going to be. KE ",
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To understand the evolution of Al hardware strategy, we’ll look at how control over chip design
is shifting from traditional vendors to the platforms that rely on them.
For years, NVIDIA has been at the center of the Al hardware stack.
lts GPUs (graphics processing units) became the default engine for training and inference,
prized for their ability to handle highly parallel computations at scale. Its proprietary technology — and
unparalleled scale — has led to industry leadership.

This reliance — combined with outsized sudden demand — has created constraints.
Despite NVIDIA’s rapid — and impressive — scale-up, demand for NVIDIA GPUs
has outpaced supply amid industry fervor for accelerated computing. Hyperscalers and
cloud providers are moving to improve their supply chains to manage long lead times.

That shift is accelerating the rise of custom silicon — especially ASICs, or application-specific integrated
circuits. Unlike GPUs, which are designed to support a wide range of workloads, ASICs are purpose-built
to handle specific computational tasks with maximum efficiency. In Al, that means optimized silicon
for matrix multiplication, token generation, and inference acceleration.

Google’s TPU (Tensor Processing Unit) and Amazon’s Trainium chips are now core components
of their Al stacks. Amazon claims its Trainium2 chips offer 30-40% better price-performance than
standard GPU instances, unlocking more affordable inference at scale. These aren't side projects —
they’re foundational bets on performance, economics, and architectural control...

NTEBATEREGRBIELE, HET SR I RIEHISUZ (T ML ST r A 2R
FEMIHFE/), 292K, NVIDIA —HR A L R0, BRI GPU (KA HIT)
R YIZRAHERRERIA G |28, R REIE KRBT & I T M 2SR, BT HERR - L
S EERIAEE — (EHAEAT kAR Fase b A,

XA — i BB SRR TR — 1ERL T IR, B NVIDIA diE S A E]
FIRZIM — §R TR, BT IR RRIRE S, X NVIDIA GPU &5 K@i
TR, AR AR R IR S s HA A e,  DUE B A2 B A,

XA (ELEAEE SIS RS — JUHJZ ASIC, BIE LS, 5 5TECRr&fh TIEE
GPU [A], ASIC L1 THT P &SRR R E T EESS . A LERIIR, XEMREHEMETRE,
WAL BRI EFR A T B Ao

AT TPU (KEAIELE) MDA Trainium A IEEHE AL HERRARZOOH A, T
FFRE Trainium?2 it 2k bAriE GPU Sl 30-40% IR, AT DA £2 5% SCER AT A% KR
PRI, XA EHBIIE - BRI MEE. S MR EREERE -
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...Custom chips also reflect a broader effort to manage the economics of Al infrastructure.
As Amazon CEO Andy Jassy noted in early 2025, Al does not have to be as expensive as it is
today, and it won't be in the future. Custom silicon is one lever to control these expenses.

At the same time, a new ecosystem of infrastructure specialists is emerging to meet this demand.

CoreWeave has become one of the fastest-scaling cloud GPU providers, repurposing gaming and
Crypto hardware supply chains to serve enterprise Al customers.

Oracle, long seen as a legacy IT vendor, has repositioned itself as a GPU-rich cloud platform
with Al-specific offerings. Astera Labs, a lesser-known but critical player,
builds high-speed interconnects that move data between GPUs and memory systems
with minimal latency — an increasingly important performance constraint.

These firms aren’t building foundation models, but they’re building what foundation models depend on.

As compute demand compounds, they’'re becoming essential infrastructure in a
market where speed, availability, and efficiency are important differentiators.

-+ R il Pt S R PN T E LA B’ﬁ} TG 285 ), IEWNE S EHH#UTE Andy Jassy

f2025 VR HIVERRE, N LR 54
—MNFE,

S5ItER, — DRI E RAESRGIEERIN, DAl EX—F K,
CoreWeave BN KR BRI = GPU 18tk —, B HFRAT ISR FEEH T IRS B AT &7,

XMEHTR, fAERKREARW, EHll A2 EhliX L gk Y

KIEAPSRBA LS IT AN Oracle, B4 HCCEHEM N —MIEFEE GPU KA TA,
FHIRAURIE T AT B977dh, Astera Labs B2 —ZENAREEXREEZNZ5HE, EHESHELD
&, PARUINIEIRAE GPU MINAE RS2 RIS s — 1X 72— H 2 A TERELT R,

These firms aren’t building fouE iR AY, B 1IEEMEEMER PRI ARA

FEEITTRERERIVEM, SEERA— TR EZEMIZNE, EX Mg, S,
A PPN Z A E EZ A X I R R,
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Al Monetization = Al Temhft =
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Al Monetization...Chips = Al 551K - T =NVIDIA Z=E RN +78% ZFE 390 12

NVIDIA Quarterly Revenue +78% to $39B Y/Y... &5t (FELEIEK)

NVIDIA Quarterly Revenue by Business Line ($B) — 1/19-1/25, per NVIDIA NVIDIA &WHEE&FEIA (H123EIT) - 1/19-1/25, #dEki#: NVIDIA

BOND Al Monetization = Chips 160 BOND AL S5 = 160



...Al Monetization...Chips = Al B - B =NVIDIA W +28 +EFRAIEER - /SEk \AHE +

NVIDIA Revenue +28x Over Ten Years...Big Six CapEx + R&D +6x W& +6

Big Six* USA Public Technology Company R&D + CapEx Spend ($B) EENK* DR AFINE + BASH (10123870) 5 NVIDIA IRA (1012
vs. NVIDIA Revenue ($B) — 2014-2024, per Capital I1Q FTT) Ahb - 2014-2024, HHERKJE: Capital 1Q
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Al Monetization...Chips =Google TPU Sales* +116% % $8.9B
Y/Y, HEEEARTFIFIFR

Al Monetization...Chips =

Google TPU Sales* +116% to $8.9B Y/Y, per Morgan Stanley

Google TPU (Tensor Processing Unit) Estimated Sales — 2021-2024, per Morgan Stanley Google TPU (Tensor Processing Unit) FiflifH = — 2021-2024, #EEER L FHA

Google TPU Estimated Sales ($B) Google TPU #iftifH&E (1+143£7T)
O O
/ /
/ /
TPUs were purpose-built specifically for Al. TPUs are an TPU [ 14 Al #9#, TPU 2—fih& F 8 A LIS
appl/ca't/on-speCIf/_c_ /ntegrateq CIrcu_/t (ASIC), a chip des_/gned (ASIC), IXE—FHea— B HITIR S B
for a single, specific purpose: running the unique matrix and . ~ e . o
vector-based mathematics that’s needed for building and RERREFEAIR & - X THMEAIEIT Al BEFTE T,
running Al models.
Ouir first such chip, TPU v1, was deployed internally in 2015 BATE— NS A TPU vl F 2015 EENERE H L BRI
and was instantly a hit across different parts of Google... o - - - = Google BIARRIZRITH RZ IR - o - - =
...'We thought we'd maybe build under 10,000 of them,’ said | e “BATVAA BN TRESERERE] 10,000 A, " FATHINIERE ST
Andy Swing, principal engineer on our machine learning J& LRW Andy Swing iBEH AR G, “ HATRLZE T A 100,000
hardware systems. ‘We ended up building over 100,000.’ No 7
- Google Press Release, 7/24 - Google #r[EfE, 7/24
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Al Monetization...Chips = Al Monetization...Chips =

Amazon AWS Trainium* Sales +216% to $3.6B Y/Y, per Morgan Stanley Amazon AWS Trainium* Sales +216% to $3.6B Y/Y, per Morgan Stanley

Amazon AWS Trainium Estimated Sales — 2024-2025, per Morgan Stanley Amazon AWS Trainium Estimated Sales — 2024-2025, per Morgan Stanley

Amazon AWS Trainium Estimated Sales ($B) Amazon AWS Trainium Wit8&E& (+12350)

AWS Trainium ;& F & AWS L1128 AT IR0 HE AL 2
—FRF AL S h, SEREEEERE, RRFEERAR

AWS Trainium chips are a family of Al chips purpose built by
AWS for Al training and inference to deliver high performance
while reducing costs...

AWS Trainium?2 ;&5 B91REZ 5 —1X Trainium ¥ 4
f& - [FF3744 ] 30 LY ai— 1T GPU 19 EC2 P5e #l
P5en 24 E 40% FIMEMT L,

AWS Trainium2 chip delivers up to 4x the performance of
first-generation Trainium...[and offers] 30-40% better price
performance than the current generation of GPU-based EC2
P5e and P5en instances.

- Amazon AWS Trainium Overview, Accessed 5/25 - Amazon AWS Trainium #E&, i5AIEE 5/25
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Al Monetization = Al Tzhifl =

Compute Services Compute Services
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Al Monetization...Cloud Computing = Al Monetization...Cloud Computing =

CoreWeave Revenue +730% to $1.9B Y/Y CoreWeave Revenue +730% to $1.9B Y/Y

CoreWeave Revenue — 2022-2024, per CoreWeave CoreWeave EIX -2022-2024, FHERKIR: CoreWeave

CoreWeave Revenue ($B) CoreWeave Revenue ($B)

Q1:25 revenues Q Q1:25 revenues Q
were $982MM: / were $982MM: /
+420% Y/Y growth | ¢ +420% Y/Y growth | ¢
/
/ /
/ /
/ /
/ /
/ N , . /

We've delivered an outstanding start to 2025 / BAHEZ NN 2025 UG T HENH R, K /
on multiple fronts. Our strong first quarter financial / BRI SR — = 5\ 55— &4 AR - 7[5 i /
performance caps a string of milestones including / AIE, SIERATN IPO . 5 OpenAl IKANE KM /

our IPO, our major strategic deal with OpenAl I " + ; \I‘ iy :
as well as other customer wins, our acquisition of ,, Hi%’rj] X W\Z“ﬂﬂgﬁ E{:“ﬂz s ; HAIH Weights & ,/

Weights & Biases and many technical achievements... p Biases A0vf % A MRBLATHRI - ,
...Demand for our platform is robust and accelerating —O, """ MHBEATF 60 % RES B EEMREK, Hh —O,
as Al leaders seek the highly performant Al cloud _-=" Al S5 1 AE SR 4 1 v R R I &tk he Al = _-="
infrastructure required for the most advanced applications. - S R AT B AT R 5 3R -
We are scaling as fast as possible to capture o i Lt %dHIEEE\DT f’f DRALEAT ™ JE AT R X — 3K C
that demand. The future runs on CoreWeave. ARAE CoreWeave FIfT,
- CoreWeave CEO Michael [ntrator’ 5/95 - CoreWeave ¥ & #ITHE Michael Intrator, 5/25
AL &ML = HERS 165
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Al Monetization...Al Infrastructure =

Oracle Revenue +50x to $948MM Over Two Years

Al Monetization...Al Infrastructure =
Oracle Revenue +50x to $948MM Over Two Years

Oracle Al Infrastructure Revenue — F2022-F2024, per Oracle & Morgan Stanley Estimates Oracle AI Infrastructure Revenue — F2022-F2024, #R#E Oracle F1EEAR - 141

There are many, many [Al infrastructure] customers who have
come on and that haven't gotten capacity yet...

...We've got at least 40 new Al bookings that are over a
billion (dollars) that haven't come online yet.

- Oracle CEO Safra Catz, 3/24

Oracle Al Infrastructure Revenue ($MM),
Estimated per Morgan Stanley

B()ND Al Monetization = Compute Services

Oracle AT Bl AN (A EIT) , BERL
FHRM T
i SRV O
y /
ORACLE Al ‘ /
/
/
/
/
/
/
FAEE Z8 [Al infrastructure] ZFE& L&, EMAREERE ,I
/
------ BMEDA 40 DNFE AL TT, B 1012 Go) , H /
AR 2k, /
L
- Oracle CEO Safra Catz, 3/24 P “
. 7
@
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Al Monetization...Infrastructure Connectivity =

Astera Labs Revenue +242% to $396MM Y/Y

Astera Labs — 2022-2024, per Astera Labs

A Asteralor (P OO P U S a
® - = - - .

Astera Labs delivered strong Q4 results, with revenue
growing 25% versus the previous quarter, and capped off a
stellar 2024 with 242% revenue growth year-over-year...

...We expect 2025 to be a breakout year as we enter a new
phase of growth driven by revenue from all four of our product
families to support a diverse set of customers and platforms.
This includes our flagship Scorpio Fabric products for
head-node PCle connectivity and backend
Al accelerator scale-up clustering.

- Astera Labs CEO Jitendra Mohan, 2/25

Astera Labs Revenue ($MM)

Al Timht --- Eilh1ghEi&EEE =Astera Labs WA
+242% = $3.96 1237t (JFIELEEK)

Astera Labs — 2022-2024, #EkJR: Astera Labs

A Asteralor (P OO P UV S a
® - = - - .

zes GPU Utilization with

eTexdiet) Bl
e

Products
|
| e — _E_m— -
CcXL®

PCI Express®

Ethernet

Astera Labs 22 7o FhAVE U=V SR, WAIREEIG K 25
%, FEA242% FIMAFIEEHE R AER T 2024 SRS -

< BAVT 2025 FHEREWEN—F, EARIMEN
T —ANFAE R, BRI Y RS AN
W, DSRARNE ARG, X ERERA AT
Scorpio Fabric 7, FT 3k /& PCle R R AT JNE
ol R,

- Astera Labs B #t{f7E Jitendra Mohan, 2 A 25 H

Astera Labs Revenue ($MM)
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Al TR - BUBWE + BT HE =Tesla Al JIIE A & +8.
5x

Al Monetization...Data Collection + Supercomputing =

Tesla Al Training Capacity +8.5x

Tesla Dojo Custom Supercomputer — 6/21-9/24, per Tesla

Tesla Dojo JEfiliE@ge it Bl — 6/21-9/24, 1% Tesla

Tesla Al Training Capacity (H100-Equivalent GPUs) Tesla AT JllZxa& (HI100 %%k GPU )
90,000 90,000
——Existing Capacity ~ «++-« Future Planned Capacity 77777 ——Existing Capacity ~ «++-« Future Planned Capacity 7777
75,000 75,000
We're continuing to simultaneously make P BAVRE R B BAT REIGSE GPU, J HIET(E 6006
signifcant purchases ‘}f GFUs and also P“ff”g a oo Dojo [ I FENL ], EHAKERKS, Fell] oo
ot of effort into Dojo [custom supercomputer], j vy s e 145 e~ A T Ay .
which we believe has the potential for an order of — Iy EOJO A ATRECEVIZRAAT TSR EL 2t S0
magnitude improvement in the cost of training... ' WSt oo '
15,000 15,000
...Dojo also has the potential to become a o ~-Dojo WA & A RA—T A HHERIIRSS, 0
sellable service that we would offer to other NN g T S S o Vo AT DUS HAR LA HAM AT, 5 A N
S SRR AU A, B > O - T TP S BN N N S
companies, in the same way that Amazon Web & P \519& & 5 L A Y A Web Services $2t5 % Web IR%—FE & &S é"dﬂ, & & S FF S S S
Services offers more web services, even though AR S AR I AR A A A A i hamon TTeb services e ‘Ee R Y& TS
it started out as a bookstore. So, | really think N N Kﬂf‘w - fjﬁ% o PTEL, BHHIAA
that the Dojo potential is very significant. Dojo HiE AR E R,
- Tesla Co-Founder & CEO Elon Musk, 4/23 - Tesla Bt& 6145 A\ 3& CEO Elon Musk, 4/23
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Al Monetization = Al Temhft =

Data Layer B E

BOND 169 BOND 169



Al Monetization...Data Labeling & Evaluation = Al BEL - #EIRES1Fh =Scale Al Revenue

Scale Al Revenue +160% to $870MM Y/Y +160% to $870MM Y/Y

Scale Al Revenue — 2023-2024, per Scale Al Scale Al Revenue — 2023-2024, ##&KJ#: Scale Al

Scale Al Revenue ($MM) Scale AT (A 3ID)

HIEFELERARS; fE—friksF, ERELEL
. BEM A JUREMFIAA , BMNWERZEIEFE,
BAAELET SR, Al IRSLRATIT LLM ¥ 2 ME,
fEERTS GPT-10 RUd AR, FRATARLIZAZ B EHERR

Data abundance is not the default; it’s a choice.

It requires bringing together the best minds in engineering,
operations, and Al. Our vision is one of data abundance,
where we have the means of production to continue scaling
frontier LLMs many more orders of magnitude.

We should not be data-constrained in getting to GPT-10.

- Scale Al Co-Founder & CEO Alexandr Wang, 5/24 - Scale AT Bk & Q46 AR E R HATE Alexandr Wang, 5/24

2024 4, AT AFRELIE K T 160%, FHER1G 7@ 15 123
TCHIHTIESS

We saw 160% revenue growth in 2024 from the previous
year, and we secured more than $1.5 billion in new business.

- Scale Al Head of Corporate and Product Comms Joe - Scale AI AFIS = MfE#& 1 5i A\ Joe Osborne, 4/25
Osborne, 4/25
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Al Monetization...Data Storage / Management / Processing =
VAST Data Lifetime Sales From 0 to $2B in Just Over Six Years

Al Monetization...Data Storage / Management / Processing =

VAST Data Lifetime Sales From 0 to $2B in Just Over Six Years

VAST Data - 1/19-5/25, per VAST Data VAST Data - 1/19-5/25, % VAST Data

Cumulative Lifetime Sales ($B) Data Infrastructiire Cumulative Lifetime Sales ($B)

Everything is accelerating. The rate of Al progress is
constantly increasing as model builders build on
each other’s discoveries and push the boundaries
ever farther. While we've been talking about thinking
machines since early 2022, the advent of reasoning models
in the last 12 months means that the era of
thinking machines is actually now upon us...

...We at VAST believe that the path to the greatest potential
gain is to simplify and reduce the fundamental challenges
that need to be resolved. If we can build a simple approach
to encompass nearly all of the infrastructure layers
needed for Al, without compromise...
customers supremely benefit.

- VAST Data CEO Renen Hallak, 5/25

For In

—UIERAENIIR, A SR A fE A% b 89 2 T AR A b 3
THEFRRRBEAR, ALSHRNHITEELNRS. B
KRB 2022 FMARBMN—EEITR AN S, HIFX 12
A AR H PR R R BN B R ERF EBEEkK

- BAT VAST AA, RERRBEKRES B9R2 2 B R
D EBEMRRBIARADRE, W RIRANTRENS A — iy SR 75 1%

K% LPHTEA LS RA B BRIEIE, EREH
B PP

- VAST Data E##ITE Renen Hallak, 5/25

B()ND Al Monetization = Data Layer
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Al-Related Cost Ramps Relative to Revenue = XTI = Y AT FHIR ARG K

Can Be Head-Turning Can Be Head-Turning

BOND 172 BOND 172



Al Monetization — OpenAl = AT B5hift. — OpenAl = KA S TH5EZEH, Y& The

Revenue vs. Compute Expense, per The Information Information #xi&
OpenAl Revenue & Compute Expense ($B) by Year — 2022-2024, per The Information OpenAl Revenue & Compute Expense ($B) by Year — 2022-2024, per The Information
- L _ 0
o=~ o-""
G - = ~
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Al Monetization — Microsoft / Amazon / Alphabet / Meta = Al £ihifk — Microsoft / Amazon / Alphabet / Meta = A

CapEx Up...Free Cash Flow Margins Down HEFA - BEEREMERFERTEE

Capital Expenditure, Free Cash Flow Margin, Revenue Growth — C2023-C2024, HEAS M., AHISRAEZR, BWARK - C2023-C2024, #R4E Capital IQ
per Capital 1Q

CapEx —— Free Cash Flow Margin @ Revenue BASCH —  HEMEHAER @ Revenue
C2023 $35B 30% $228B C2023 $35B 30% $228B
Microsoft C2024 $56B 27% $262B Microsoft C2024 $56B 27% $262B
Y/Y Change +58% -10% +15% A b 2R b +58% -10% +15%
C2023 $53B 6% $575B C2023 $53B 6% $575B
Amazon C2024 $83B 5% $638B Amazon C2024 $83B 5% $638B
Y/Y Change +57% -8% +11% A k2B L +57% -8% +11%
Alphabet C2023 $32B 23% $307B Alphabet C2023 $32B 23% $307B
(Google) C2024 $52B 21% $350B (Google) C2024 $52B 21% $350B
Y/Y Change +63% -8% +14% A k2B L +63% -8% +14%
Meta Platforms C2023 $27B 33% $135B Meta Platforms C2023 $27B 33% $135B
(Facebook) C2024 $37B 33% $165B (Facebook) C2024 $37B 33% $165B
Y/Y Change +38% <1% +22% [A] Eb 281k +38% <1% +22%
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So...We Have... So...We Have...
High Revenue Growth + e BOE K + e
figh Cash Burn + KE + F{E + BTk
High Valuations + B
High Investment Levels = =
Good News for Consumers... SUHBR B RMEITHE HAth

Others TBD... Y T
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Select Private Al Model Companies — 5/13/25 = Select Private Al Model Companies - 5/13/25 =~$11B

~$11B+ Annualized Revenue vs. ~$95B Raised... + FEEUIN vs. ~595B Raised: -
Foundation Model Estimated Revenue & Capital Raised — 5/13/25, EER R S AR RE AR — 5/13/25, #dEKJE: Pitchbook . The Information .
per Pitchbook, The Information, Bloomberg, The Wall Street Journal & CNBC Bloomberg . The Wall Street Journal & CNBC

Annualized Total Raised G=ig ST aised
Company Revenue ($MM) To-Date ($MM) NH] WA (B HZET) =45 (SMM)
9,200 63,920 9,200 63,920
OpenAI (4/25 estimated) (Last Raise: 3/25) OpenAI (4/25 {&1t) Rm’”\ aise: 3/25)
Anthropic 2,000 1 8,000 Anthropic 2,000 ) ;1 8,000
(3/25) (Last Raise: 3/25) (3/25) ﬁé;z‘z aise: 3/25)

Materially SE o
g 12,130 \ ) 12,130
xAl North of 100 (Last Raise: 11/24) XAl i/\li'::{ﬁ 100* (Ek¥ise: 11/24)

(4/25) (4/25)
- 120 1,410 - 120 1,410
PerpIeXIty (5/25) (Last Raise: 5/25) PerpIeXIty (5/25) gfff* aise: 5/25)

B()ND So...We Have...High Revenue Growth + High Cash Burn + High Valuations + High Investment Levels = 176 B()ND BREA - (11 - SWAERK + SUREE + SEE+ SREAKFE=WERERHRIIFEE - HiiSE - 176
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...Select Private Al Model Companies — 5/13/25 = - IEFEFAE Al RBUIAT] - 5/13/25 = Efi{ES IR ASEL

High Valuation-to-Revenue Multiples

Foundation Model Estimated Revenue Multiple — 5/13/25, Foundation Model Estimated Revenue Multiple — 5/13/25,
per Pitchbook, The Information, Bloomberg, The Wall Street Journal & CNBC per Pitchbook, The Information, Bloomberg, The Wall Street Journal & CNBC
Annualized Latest Valuation Revenue FEREAL BT fdi{E Revenue
Company Revenue ($MM) ($MM) Multiple NT] WA (BJ3%ETT) ERES Multiple
JC)

9,200 300,000 9,200 300,000
OpenAI (4/25 estimated) (3/25) 33X OpenAI (4/25 {&1) 3525) 33X

: 2,000 61,500 : 2,000 61,500
Anthropic g i 31x Anthropic < o 31x

Materially Materially
XAl North of 100* 80,000 N/A XAl #F 100 80,000 N/A
(4/25) o

: 120 9,000 : 120 9,000

Perplexity o) (1228 75X Perplexity ( 1220 75X

5/25)

BOND So...We Have...High RevenueG(ir:;the:v:if%I: gg::uBnt:;:; I-cl)i?hhe:lsa_lruBagons + High Investment Levels = 177 BOND FREL -=-- #E - BEWEK + BREHE + SAE+ BREKE = WHHRERARFHES - HAFFE - 177



Valuation-to-Revenue Multiple — OpenAl =

Valuation-to-Revenue Multiple — OpenAl =

Looks Expensive...

Estimated Enterprise Value / Next 12 Months Revenue Multiple — 5/25,
per Capital 1Q & Bloomberg

Looks Expensive...

B ME [ ARK 12 ARG E - 5/25, R#E Capital IQ & Bloomberg

25x 25x
20x 20x
15x 15x
10x 10x
Median = 6.9x Median = 6.9x
5X I I 5X I I
OX l OX l
OpenAl Duolingo Meta Spotify Alphabet Pinterest OpenAl Duolingo Meta Spotify Alphabet Pinterest
BOND So...We Have...High Revenue Growth + High Cash Burn + High Valuations + High Investment Levels = 178 BOND FREL -=o--- i1z - BN EER + SMENE+ SEE+ SREKE = WHEBEEREDIEE - HiEE - 178
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...Revenue-per-User Multiple — OpenAl =

In-the-Range

...Revenue-per-User Multiple — OpenAl =
In-the-Range

Estimated Annual Revenue Per User ($) — 2024,

per Capital IQ, Morgan Stanley, Semrush, The Information & Company Disclosures

Estimated Annual Revenue Per User ($) — 2024,
per Capital IQ, Morgan Stanley, Semrush, The Information & Company Disclosures

$80 $80

$60 $60

$40 $40

OpenAl sees high OpenAl sees high
valuation despite mid-pack valuation despite mid-pack
annual revenue per user Median = $23 annual revenue per user Median = $23
$20 I $20 I
. . I . . I
OpenAl Alphabet Meta Spotify Pinterest Duolingo OpenAl Alphabet Meta Spotify Pinterest Duolingo
BOND So...We Have...High Revenue Growth + High Cash Burn + High Valuations + High Investment Levels = 179 BOND FREL -=-- B®iE - BBNEK + SIEHE + SHE+ BREKT = HEBEERARTHES - HAFFE - 179
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As global digital user bases have grown and potential rapidity of usage traction has risen in tandem,
areas of corporate investment (for companies new and old) have become
increasingly competitive and capital-intensive.
The Al tech cycle of creative disruption has historical analogs.

Head turners of the semi-recent past include Apple’s near bankruptcy in 1997
when its market capitalization was $1.7B*, now $3.2T.

Amazon.com’s near death moment happened in Q4:00 when it reported a net loss
of -$545MM on revenue of $972MM.
Founder and then-CEOQO Jeff Bezos noted in the 2000 Shareholder Report that
It’s been a brutal year for many in the capital markets and certainly for Amazon.com shareholders.
As of this writing, our shares are down more than 80% from when | wrote you last yeatr.

At post-loss trough in Q3:01 its market cap was $2.2B while it supported 23MM active customer accounts.

The market cap is now $2.2T.
All in, Amazon lost -$3B in the twenty-seven quarters between its launch in Q2:97
and the end of its first net income-positive year (2003).
For its most recent twenty-seven most recent quarters (Q3:18-Q1:25),
Amazon’s cumulative net income was $176B.

Google’s IPO filing (April 2004) noted that in Q1:04, after having only raised a Series A funding round,
it spent 22% of revenue ($86MM of $390MM) on capital expenditures —
at the time it was an incomprehensibly high number.
It went public at a $23B market cap, now $2.0T...

*“Market capitalization taken as of 7/1/97. Microsoft finalized its investment in Apple just over one month later, on 8/6/97.
Note: Present market capitalization figures are shown as of 5/14/25.

As global digital user bases have grown and potential rapidity of usage traction has risen in tandem,
areas of corporate investment (for companies new and old) have become
R HmEEN, HEAREE,
N LB ReBOR Q& MR A 31 D sEAR L Z AL,

AR A H BIFEAF RS 1997 SR A mMlmio™, i AEDy 17 {2357t %,
AN 3.2 T 3ETT,
Amazon.com BYESEMCERIINZI & A AE 2000 FBPYZFRE, HZAFREF 5 5.45 12

%70, WAN 9.72 1237,
Allaa AN CEO Jeff Bezos 1£ 2000 FERIBAR S e X TR AT FHIEF 2 AR, XEKREE

B—%F, F Amazon.com BIRRARRILE Zh, EET AN, HITBRN SREFESEAEREL
REET 80% PA L, £ Q3:01 5 fflReny, Hi{EHN 22 {2385T, FISZHR: 2300 B NERE K, B
FEMTIEN 2.2 H{LETT, Ba2, WEEEHRT Q2:97 #EHRIH —MFRA N ERES (2003 4F)
ZWZ BN =T ENFEPSHT 302380, M TEREN=TEMEE (03:18-Q01:25) , TEHREY
KITEWAN 1760 12ETT.

Google BY IPO X4 (2004 F 4 A) 15H, 72 QL:04, 7EXZER ARRIAG, B’ 22% AU (
3.9 {37ty 8600 53E70) A THRASM —— HIXE — D2 NHEIFRB &85, B 23012
STlh{E LT, WER 2.0 512ET -

*AEEE 1997 47 A 1 Ho WERIE—ANZ AR 1997 48 8 A 6 HIER T AERIEY, TR HiiiEEdREE 2545 A
14 H,
FREA +oeee g - BBANEK + RUEEE + BibE+ SRBKE = HERENTES - HAthf5RE o 180
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...Uber burned -$17B* between 2016 and 2022 (and materially more before that)
before its first free cash flow-positive year in 2023.
In 2022, it had 131MM monthly active platform consumers.
Uber’s last equity financing was a Series G.
Its fully-diluted IPO market cap was $82B, now $189B.

Tesla burned -$9.2B between 2009 and 2018 before becoming free cash flow positive in 2019.
In the ten years between 2009 and 2018, it lost a cumulative -$5.6B delivering ~540K vehicles.

It went public in 2010 at a market cap of $1.6B.
From 2019-2024, it then earned $40B delivering 6.7MM vehicles.
lts market cap is now $1.1T.

It is important to remember — most of the time, when all is said and done —
a business’s valuation should represent the present value of its future free cash flows.
The aforementioned companies — with aggressive cash burn —
tested this premise hard, built large-scale data-driven network effects
based on product excellence / constant improvement,

developed technology-driven competitive advantage and ultimately proved the naysayers wrong.

Only time will tell which side of the money-making equation the current Al aspirants will land.

*Measured as unlevered free cash flow.
Note: Present market capitalization figures are shown as of 5/14/25.

-Uber 18357 -$17B* 1F 2016 & 2022 ®E 2 jA] GFHENZRIHEZ) , RIS
2023 LI T E - NEHBISRAERNES, 2022 4, EWHE 1.31 A ERF
BiHTE, Uber IRE—IEBRNEZAR G B, HEeMBEEINE R AT K
(IPO ) Wiy 820 {237t, TEN 1890 {Z3ETT,

RHUTHITE 2009 28 2018 fF AL 1 -92 {237T, AE1E 2019 F5LE T H BB ANIE, £
2009 2 2018 FEZ MY+, BRUZH T -56 1¢3£7T, AT ~540K M54, ET
2010 A b, ™W{EN 16 12370, M 2019-2024 4, ‘el 2 670 J7 i ZE M 17 400 123
JCo HTEIAEN 1.1 JT{L3ETT,

HEAREICE - RZHE, J—VBIREE - —REWVHEENZARERKERNE
MIE, LIRAHE] — RAEEEHRIINE AL -, ANIX BT 7RV %, BT sl /
RIS, AL 7RISR, BRSSO, TR T BRSNS F LS, H&EUE T
AREEIE S N2 HE TR Ao

AR REUERH S RiTHY AN T GEA S8 R RVEEMERSE LA —iZ,

*DARALAT B i e, TEE: HEii i ESdEEE 5/14/25,

B()ND So...We Have...High Revenue Growth + High Cash Burn + High Valuations + High Investment Levels =
Good News for Consumers...Others TBD...
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Usage + Cost + Loss Growth = = + IR + FARIEK =
Unprecedented... RIFTRA
What About Future Monetization + Profits? ARGtk + AEan{a)?
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Al Monetization Possibilities = AT B el BEME =
New Entrants & / Or Tech Incumbents? BTHIHEAE R ) Bk BSk?
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To understand where Al model economics may be heading, one can look at
the mounting tension between capabilities and costs.

Training the most powerful large language models (LLMs) has become one
of the most expensive / capital-intensive efforts in human history. As the frontier of performance
pushes toward ever-larger parameter counts and more complex architectures, model training costs
are rising into the billions of dollars.

Ironically, this race to build the most capable general-purpose models
may be accelerating commaoditization and driving diminishing returns, as output quality converges
across players and differentiation becomes harder to sustain.

At the same time, the cost of applying/using these models — known as inference — is falling quickly.
Hardware is improving — for example, NVIDIA’s 2024 Blackwell GPU consumes 105,000x less energy
per token than its 2014 Kepler GPU predecessor. Couple that with breakthroughs in
models’ algorithmic efficiency, and the cost of inference is plummeting.

Inference represents a new cost curve, and — unlike training costs — it’s arcing down, not up.
As inference becomes cheaper and more efficient, the competitive pressure amongst LLM providers
increases — not on accuracy alone, but also on latency, uptime, and cost-per-token*.
What used to cost dollars can now cost pennies.
And what cost pennies may soon cost fractions of a cent...

*Cost-per-token = The expense incurred for processing or generating a single token (a word, sub-word, or character) during the operation of a language model. It is a key metric used to
evaluate the computational efficiency and cost-effectiveness of deploying Al models, particularly in applications like natural language processing.

BT AL BRI GTRARIGER, A PIORTERE T 5 A Z [A] H 2 MR SK R R

ZrimaBEARRIRAITE S HAL (LLM) BN AR B AT | ARSI 2 — METERE
RITH A EOREOR B SRR A B B R 2 e, BRI ZR A B 1E BT IR 3ETT,

HAWHRIERAZE, X788 im0 B 72 28 0] RE S MR i b T S BUGGR IE I, [K2h
BENMSHENRUREB T X, HFHERCBEREDLER, SUEFER, N /XA ——
AR —— IEAE R NR%, R IEAES0H —— 190, NVIDIA BY 2024 Blackwell GPU BY%&
token Ih#ELL 2014 Kepler GPU if{F=@1E 105,000 %, i1 EEBVEENERAIRE, HIEMAIERE
S,

PR T — I RARZ:, J H - SYIZRRAARR - eIl&ERA T, MARm L. A
BAGEEEANEAN, LLM 2R FRsE S R0 — AMUEREFTETHE, EEER, [EHIZ
{TI AR token HIRRATTTE *, I RFTREALS LIITHIRIEIIERI SER T LK 7. MIEEE
BNEDHRAABERRIAFZTE LD Z—F7 -~

*Cost-per-token = The expense incurred for processing or generating a single token (a word, sub-word, or character) during the operation of a language model. It is a key metric used to
evaluate the computational efficiency and cost-effectiveness of deploying Al models, particularly in applications like natural language processing.
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...The implications are still unfolding. For users (and developers), this shift is a gift:
dramatically lower unit costs to access powerful Al.
And as end-user costs decline, creation of new products and
services is flourishing, and user and usage adoption is rising.

For model providers, however, this raises real questions about monetization and profits.
Training is expensive, serving is getting cheap, and pricing power is slipping.
The business model is in flux. And there are new questions about the one-size-fits-all LLM approach,
with smaller, cheaper models trained for custom use cases* now emerging.

Additionally, traditional business moats are being disrupted. Look no further than Google.
The company launched Al Overviews in May of last year — they sit above many Google
search results. The company highlighted it had 1.5B Al Overviews MAUs as of 4/25...it's
notable that in the last few weeks, Google began adding advertisements to select Al Overviews.

Will providers try to build horizontal platforms? Will they dive into specialized applications?
Will one or two leaders drive dominant user and usage share and related monetization,
be it subscriptions (easily enabled by digital payment providers), digital services, ads, etc.?
Only time will tell. In the short term, it’s hard to ignore that the economics of
general-purpose LLMs look like commodity businesses with venture-scale burn.

*E.qg., OpenEvidence

...The implications are still unfolding. For users (and developers), this shift is a
gift: RWEREAR 1 V7RISR AT ERAL A, BEE R AR NRE, #rm ikl Ak
FHICIEERN R, P AE R RAAE BT

SRT, AR R R, IX51% 7R T B MALMAER LR R, YIZRpATR S, ARSS A

R, EMPUESE N, BB RIEAZEN, KT —7JVIK LLM 73R B 7R R, hxd
HE B YIZRATEE /N, 5B A B A AE (A TR BN

A, RSP IEERE T, BEEBPIANE T, ZARIEE 5 HHEH T Al Overviews —
AWML T2 Google BRERZ £ ZAFRME, BE 4 H25H, H AlOverviews By MAU /3 1512 -+
~AEFIEERZ, R ERJUE, AHTERELER Al Overviews BN &,

TV I 2 2 AR B 17 TS RAZI LTI HERHI? 2h2F WD
OUT A HER T A PR A3 AR AR SRR BE A, Teie@iT bl (B s f2 kg a] BA
AR o BFARSS. TESE? BEIRIEBR—Y). FEHAA, RIMEZBER LLM HILHTK
i A R BIE B KR U TE FE R 7 ALk 55

* {41, OpenEvidence
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Al Company Landscape =

Varying Degrees of Vertical Integration

Al nAlfg)E = NRBERNEEES

Specializations of Ten Leading Al Companies — 4/25, per The Wall Street Journal

Perplexity

DeepSeek Anthropic

OpenAl” Meta

Nvidia

XAl

Google

Amazon Microsoft

Developing Models & Chatbots
All 10 of these companies are building generative-
Al tools that can create content including text,
images and video.

Building Al Infrastructure
These seven companies — both tech giants and Al
upstarts — are also building the hardware and data

centers that provide the power and infrastructure
needed to run Al systems.

Providing Al Cloud Services
The top cloud providers offer platforms that help
businesses leverage Al tech in their own products
and workflows.

Perplexity

O
DeepSeek Anthropic
OpenAl” Meta °
Nvidia
XAl
Google
0

Amazon Microsoft

Specializations of Ten Leading Al Companies — 4/25, per The Wall Street Journal

TR RALAS N ix 10 /A FIEER B AL
7
- Al AR SO, BUERIASE AR

ATERETH,
o
S N\ TR RE B Ath 12t
XEHRAT - WHFRHLESRI A TR AEHTR — 1
WEIEITA TR RER ST R IR RIER D, X
S ERISE O SR U T T ARAOSN TR RO A

TR AT =RSS
TR Z AR R T & AT ES B S E L
YR R AR R A AT HoR,
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Al Monetization Possibilities = INR A
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Al - New Entrants = NTHEE - FriEAHE =

Rapidly Laying Groundwork TR ELE Bl
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Al Monetization...Foundation Models =
Consumer Subscription Models Driving Monetization...

KBTI RIREN R T AL, -

OpenAl ChatGPT, xAl Grok, Google Gemini, Anthropic Claude & Perplexity
Consumer Pricing — 5/25, per Companies

About X Premium Get the best of Google Al including
Gemini Advanced and 2 TB of storage

Google Gemini
$0 (Free) / $19.99 (Al Pro) /
$250 (Al Ultra) per Month

OpenAl ChatGPT xAl Grok
$0 (Free) / $20 (Plus) / $200 (Pro) $0 (Free) / $3 (Basic) / $8 (Premium) /
per Month $40 (Premium+) per Month'

Give your team their time back

Whether you'ro a small business or a large enterprise, Perplexity Enterprise Pro
‘enables your team to think str ly rather than search endiessly.

OpenAl ChatGPT, xAI Grok, Google Gemini, Anthropic Claude & Perplexity JH%%
HIEM - 5/25, FBRAFH

About X Premium Get the best of Google Al, including
Gemini Advanced and 2 TB of storage

OpenAl ChatGPT xAl Grok Google Gemini

$0 (Free) / $20 (Plus) / $200 (Pro) $0 (9% )8 SGHED ) [ §: 7 1940 (5 $0 (%2 )/$19.99 (ATP  ro)/

per Month PR +) $250 (Al Ultra) per Month
2 & 8 Give your team their time back
Free Fro M s e e o e

Anthropic Claude Perplexity Anthropic Claude Perplexity
$0 (Free) / $172 (Plus) / $100 (Max) $0 (Free) / $20 (Pro) $0 (Free) / $172 (Plus) / $100 (Max) $0 (Free) / $20 (Pro)
per Month per Month per Month per Month
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...Al Monetization...Foundation Models = F

K#H API Zk HEsh ik

...Al Monetization...Foundation Models =

Developer APl Fees Driving Monetization

OpenAl ChatGPT, xAl Grok, Google Gemini, Anthropic Claude & Perplexity
Developer API Pricing — 5/25, per Companies

OpenAl ChatGPT, xAI Grok, Google Gemini, Anthropic Claude & Perplexity 7%
# APLEMNT — 5/25, B5/AH]

. Get the best of Google Al, including Get the best of Google Al, including
okt o complees ol Models and Pricing Gemini Advanced and 2 TB of storage Models and Pricing Gemini Advanced and 2 TB of storage
s D S D
G b ﬂ V‘ M)\ ﬂ V‘ My
OpenAl ChatGPT xAl Grok Google Gemini OpenAl ChatGPT xAl Grok Gem(?:izg:fSB) f 815
From $0.40 (GPT-4.1 nano) to $40 (03)  $0.50 (grok-3-mini-beta) to $25 (grok-3-fast) $0.15 (1.5 Flash-8B) to $15 (2.5 Pro Preview) M 0.40 37t (GPT-4.1nano ) |40 T $0.50 (grok-3-Phitgrodt-Bisk) & IMM it $0.15 (1.5Fl25 " Pro Preview)
per 1IMM Output Tokens per 1IMM Output Tokens per 1MM Output Tokens' (03) /EHHIMHiI Token Tokens per 1MM Output Tokens'

$4 MTok

$0.80/ MTok

Primpt caching sess
$0.08/ MTak

$0.80/ MTok $4 MTok

Proapt caching res
$1.50/ MTok

Anthropic Claude Perplexity Anthropic Claude RE9E
From $1.25 (Claude 3 Haiku) to $75 (Claude 3 Opus) $1 (Sonar) to $15 (Sonar Pro) From $1.25 (Claude 3 Haiku) £/ $75 ( Claude 3 Opus) $1 (Somnam B EHIO0 /71N
100 /3 Mt Token H Token

per 1MM Output Tokens per TMM Output Tokens
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Al — New Entrants = Al - i AFE =

Rapid Revenue Growth I PNFSURILE IS

BOND 91 BOND 191



Al Monetization — Foundation Models =

OpenAl Revenue +1,050% Annually to $3.7B

AT Brmifb — ZAliE =OpenAl RN +1, FHEK
RN 50%, 1KF 37 {2350t

ChatGPT Paid Subscribers (MM) & Revenue ($B) — 10/22-4/25,
per OpenAl & The Information

ChatGPT M#8ITH#E (HH) & WA (H123Em) -10/22-4/25, HidE
kiF: OpenAl & The Information

Paid Subscribers Revenue Paid Subscribers Revenue
/ P / %
/ /
+153% / +153% /
Year / Year /
1,050% / 1,050% /
Year / Year /
/ / /
s ﬂ _ ﬂ
P P
P4 P4
P P
P4 P4
. 7’ P P s 7
C @ C C
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Al T8t — API FIZE R =Anthropic LI +20x 7£ 18 T H
AIARE 20 {23ETT

Al Monetization — APl & Generative Search =

Anthropic Annualized Revenue +20x to $2B in Eighteen Months

Anthropic: APl & Generative Search — 9/23-3/25, per Reuters, Bloomberg & CNBC Anthropic: API fIAENUEER - 9/23-3/25, #EKKIELE, MR CNBC I8

hire onboarding Project knowledge &, Add

+ Set custom instructions

@
[2024] Marketing team

VVVVV oy

Claude help you today? [Q12024] All-hands meeting notes
"] Today

A guide to performance cycles
or
Today

pred a chat

ew at Acme Inc., I'd want to focus on the following Marketing — Team charter

We've developed Claude 3.7 Sonnet with a different
philosophy from other reasoning models on the market. Just
as humans use a single brain for both quick responses and
deep reflection, we believe reasoning should be an integrated
capability of frontier models rather than a separate model
entirely. This unified approach also creates a more
seamless experience for users...

...we've optimized somewhat less for math and computer
science competition problems, and instead shifted
focus towards real-world tasks that better reflect
how businesses actually use LLMs.

- Anthropic Press Release, 2/25

Annualized Revenue ($B)

hire onboarding Project knowledge &, Add

+ Set custom instructions

@
[2024] Marketing team

Today
Claude help you today? [Q12024] All-hands meeting notes
" Today

A guide to performance cycles
Today

pred a chat

ew at Acme Inc., I'd want to focus on the following Marketing — Team charter

FAVFF L H Claude 3.7 Sonnet XA T 5Hig L H ik
A RR AR, E A — DRI T PRIE B FTR
FEEE 1, BATA NN Z 2 AR AR ARE 1, A
e M AR, XA —R 7T At PGS T D4R BN

- BAT R Aot EARLE L ZR AR BT D,
T AR5 B 8 1) B 4t g Bt L S o FH PR 22 (Y B S
5SS

- Anthropic #il@fE, 2/25

Annualized Revenue ($B)
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Al Monetization — Generative Search =

Perplexity Annualized Revenue +7.6x to $120MM in Fourteen Months

Perplexity: Generative Search — 3/24-5/25, per Perplexity & Bloomberg

What do you want to know?

Annualized Revenue ($MM)

Perplexity: AWMU R - 3/24-5/25, 1R#E Perplexity Mgzttt

What do you want to know?

Annualized Revenue ($MM)

Al etk — R =Perplexity SFEMHA +7.6 15, 1E 14 HNKE
1.2 {Z3ETT

anythiir / anythiir
/
0 & DeepRassarch @ o 0 & DeepRassarch @ o
d d
/ . | /

e i % e i /

B 61°F Fardy cloud Apphe AdlifTed #riones f=] Finar / & 81°F Fartly cloud, Apge Alifted Phones i Finaie /

MNoirth Beteh a 10 U 10 Besat Tarffa St your eaiChis: / Noirth Buseh a 10 US 10 Deat Tarifts et oo watihist /

/ /
/ /
Perplexity is best described as an answer engine. P 7 Perplexity SiFHIIRRERTIE, RIAE— A, P /
Ypu ask /ta question, you get an answer. Except the / (RMEF—AVER, FRZMET, B sRaartEys, 7
difference is, all the answers are backed by sources. /7 e ) ) s e /
This is like how an academic writes a paper...What makes 7 XREEE B S—HE NEIFRAZ ST AR 7 y;
humans special is that we are creatures of curiosity. We , / T OAED, TRATEEY EIX—, FERHA T A6 y /
need to expand on that and discover more knowledge using e .
the power OfA/ , 4 ﬁiﬁfﬂ%%%ﬂlﬂo , 4
- Perplexity Co-Founder & CEO Aravind Srinivas, 6/24 7 - Perplexity Co-Founder & CEO Aravind Srinivas, 6/24 7
What if accessing information felt like talking to a personal WIHARBUE B G N R BB A 1R — £ ?
research assistant?
- Perplexity Co-Founder & CEO Aravind Srinivas, 5/25 - Perplexity BtA 01148 A& CEO Aravind Srinivas, 5/25
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AT 5tk — D822 + B =Glean FEELIRA +10x 1E 24 N HNIRF 1
{CZETT

Al Monetization — Enterprise Search + Agents =

Glean Annualized Revenue +10x to $100MM in Twenty-Four Months

Glean — FQ4:23-FQ4:25, per Glean Glean — FQ4:23-FQ4:25, #R#E Glean

e Annual Recurring Revenue (ARR) ($MM) Jean FEZEMIA (ARR) (HH3ETT)
§ Engincoring § Eroineoring
| Any ideas what might be causing this 500 O | Any ideas what might be causing this 500 O
error in checkout? I error in checkout? I
| e / | e /
S = / S = /
- - / i - /
b Ao a weidonts I b :‘ ing reatod cidants I
/ /
/ /
/ /
/ /
We're honored to help some of the world’s largest / BAVRFREZREB T B — LR ERRKARAR /
companies adopt Al to transform their businesses. / AT SREERU TS . T BRI A 5 /
To truly unlock new levels of creativity, productivity, 4 B o Y B X 4
and operational efficiency, Al needs to draw on ,Q AP IFNZEREREIHTKY, Al FER AR &R /@‘
the full picture of an organization’s knowledge — / e — 3t HEESN AERG] LA, /
and it needs to be accessible by everyone. / /
/ /
You shouldn’t have to be a prompt engineering expert , 4 BARRZIEFRARTIEETRAREMH Al EHER. , /
to find answers, generate content, . > oy Sy T -
and automate work with Al. o R EEH LA o
- Glean Co-Founder & CEO Arvind Jain (9/24) - Glean L&A AIGA AR E FEHITE Arvind Jain (9/24)
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Al Monetization — 2024 vs. 2018 = Al Trfifk — 2024 vs. 2018 = [t SaaS [FIZEr= 8P 35% JX%F] 500 7 ET0

35% Faster Ramp to $5MM ARR vs. SaaS Comparables, per Stripe ARR, #R#E Stripe £4#fE

Top 100 Al Companies vs. Top 100 Saas Companies Top 100 Al Companies vs. Top 100 Saas Companies
Median Time to Annualized Revenue Milestone ($MM) — 2018 vs. 2024, per Stripe Median Time to Annualized Revenue Milestone ($MM) — 2018 vs. 2024, per Stripe
24 Months 37 Months 24 Months 37 Months
O O O s
/ P / ’
/ 7 / 7
/ 7 / 7
/ Phd p; e
/ 7 / P 7
/ s /
/ P P L’
/ P 7 / P 7
/ /
/ Phd , 7
/ 7 / 7
/ Phd / Phd
/ 7 / 7
7/ s 7/ s
/ Pad / Phd
/ P 7’ / P 7
¥ SRTee _d __o
o=="" o==""
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Al Monetization Possibilities = Al Trifb ] GEME =
New Entrants & / Or Tech Incumbents? HTHYIEANE RN [ 8RR B SL?
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Al — Tech Incumbents = Al - B ESL =
Broad & Steady Product / Feature Rollouts [ 2 HASERI = o | DIREA AT
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Tech Incumbents = Tech Incumbents =

Optimizing Product Distribution to Roll Out Al Optimizing Product Distribution to Roll Out Al
...Tech Incumbents Have Billions of Global ...Tech Incumbents Have Billions of Global #ii5%k
While ChatGPT Has 800MM+ Users Users on Devices & Platforms With While ChatGPT Has 800MM+ Users TMCH P RIS E _ ERRS ESLIEERSHE N A
Via Its Website & App... Ongoing Al Product Rollouts Via Its Website & App... TR RE”
ChatGPT 40 £ Temporary O Goog|e ChatGPT 40 £ Temporary O P Google
{ 4.9B Search Users, 3B+ Android Users, 1.5B J 4.9B HZEH, 3B+ Android Users, 1.5B
Al Overviews Users & 1B+ Assistant Devices AT #ESEH & 1B+ Assistant Devices

Meta Users* [ Meta H ' *
3.4B+ 3.4B+

Apple Devices** - Apple && **
2.35B 2.35B
TikTok Users*** TikTok F /7 ***
What can | help with? 1B+ What can | help with? 1B+
W \vind Microsoft NN \vind Micrqsoft
B 5 Cinkeay 1B Linkedin Members & e & Cnieam 1B LinkedIn 254 rs&
ke 400MM+ Office 365 Paid Seats ke 400MM+ Office 365 Paid Seats
: Spotify Users : Spotify FF
678MM O seotity | S oNYH

Amazon
600MM+ Alexa %45 es &
200MM+ Prime 1T cribers

Amazon
600MM+ Alexa Devices &
200MM+ Prime Subscribers

X Users X M

500MM+ 500MM+
Canva Users Canva FfiF

230MM+ 230MM+
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BBk N T RE AT =Canva — B B FRasfl IR A
Canva — Background Remover & Magic Media (12/19) (12/19)

Tech Incumbent Al Rollouts =

Canva Background Remover & Magic Media — 2023-2024, per Canva Canva B = BFREABIRGAR — 2023-2024, #& Canva

Number of Tool Uses (B): Background THMARE (B): Background Re

Remover & Magic Media mover & Magic Media
- -
- - - -
- - - -
- -
- -
- -
- -
- -
-~ _ -
One of our community’s favorite Canva features has been the o FAME X R ZRIPH Canva ThiEz — 2 —HEIGE = BRA, o
one-click image Background Remover, launched in F 2019 4 12 A .5 ] P68 T ERRRIAE KSR, -
December 2019...[to] wild success and community love. o
- Canva Press Release, 9/22 _ D0 Canva #rlEf&, 9/22 _ 0
- -
- -
. e -
Magic Media lets you turn your imagination into reality by _-" - B ME B SR NI, I —TE = EE, _-"
yvatching your WOFd.? transform into sjunning, one-of-a-kind _ - - Magic Media LEKAR S 148 R BISE P75 R MARAn _ - -
images — and now videos and graphics, too...In less than a _ - - ) i . _ . _ - -
year since launching Magic Media’s text to image, we've been O 72NN B MIEH Magic Media BIXAR|EEThaE R B — O
overwhelmed by our community’s enthusiastic response, with E BN X B RELR HRE R AR, DI TR 2.9
almost 290 million images being created and applied to a . L . .
range of practical use cases from social media posts to {CIRIEIR, TERIA T ISR BNEURSCRR, R
presentations, business flyers, and even logos. —_C— - ERPRFSFSEFRAG], - Canva #rlElfHE, 10/24 —_— -
- Canva Press Release, 10/24
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B E SN TR RER A =
Spotify — Al DJ (2/23)

Spotify Al DJ - 2/23-5/25, #R#& Spotify

Tech Incumbent Al Rollouts =
Efit AT D] i92EkTits

Spotify — Al DJ (2/23)

f’

-

Spotify Al DJ — 2/23-5/25, per Spotify
Global Markets with Al DJ Available

-
—’

Meet your DJ

@Spotify' ‘ ; ?’

I

|

I

|

I

I

I

I

|

I

Al DJ and music videos...are truly moving averages...
Al DJ, we're seeing amazing results,
not just on quantitative metrics, but also on
quality metrics, how people feel about Spotify,
what they say they love about Spotify.

- Spotify Co-Founder & CEO Daniel Ek, 11/24

Back in 2018, we said something internally that still
holds true today: machine learning — what most people

called Al back then — was the product...
Al is really the next step in evolution,
where machine learning allows personalization,
Al also allows for real time interactivity and
reasoning on top of your data.

- Spotify Co-President, Chief Product &
Technology Officer Gustav Séderstrom, 4/25

Al — Tech Incumbents = Broad & Steady Product / Feature Rollouts

Meet your DJ
@Spotify'

Al DJ Ao RASM - SRS Bh T2k
DJ, BB TIRANGER, NMUEERfER L,
BAERESER L, AMTX Spotify BT, ATt

ITEXK Spotify Bt 24
- Spotify Bk & 01146 A 3f CEO Daniel Ek, 11/24

BE 2018 4F, FATHEAF B — L = SIRERK

35 MLEs2S) — SN RZBEAFRZ N AL - 277 -

AL KRR BRI T —2, HLassEST ] PASEE
b, AL AT DRSS A BHE EA T SE N 22 ELANHERE,

- Spotify B M. HEFESRIEA T

Gustav Soderstrom, 4/25
Al - BBk = T2 BARER = & / TIRe & AT

201 BOND

o

o
I
I
I
I
I
I
I
I
I
I
I
I
o

201

BOND



Tech Incumbent Al Rollouts =
Microsoft — Copilot (2/23)

Tech Incumbent Al Rollouts =

Microsoft: Copilot — 8/23-12/24, per Microsoft

Microsoft — Copilot (2/23)

Microsoft: Copilot — 8/23-12/24, FRIBHEREIE

Microsoft Copilot Cumulative Chats Held (B) Microsoft Copilot Cumulative Chats Held (B)
O O
/ /
/ /
/ /
/ /
/ /
/ /
/ /
/ /
/ /
To empower people to unlock the joy of discovery, feel the , / N TIEAMNTRE =2 IR RS, RS2 ONEREE, BEAT , 7
wonder o’f cr_eat/on _and better harness the v_vor/d s knowledge, / HoF| RO EIR, A R ] IE A Pk RN 4 h 2 3% By 7 /
today we’re improving how the world benefits from the web by 7 . - . . 7
reinventing the tools billions of people use every day, the p N, BT EBH N REAN TR, RTINS, p
search engine and the browser.
fof o
Today, we're launching an all new, Al-powered Bing search / SR, BAERT — N, B ATE IR y
engine and Edge browser, available in preview now at / Bing & 51%F1 Edge MYy, BFER]DAFE Bing.com i /
Bing.com, to deliver better search, more complete answers, a / W DR ; g A S AT /
new chat experience and the ability to generate content. We / e L/(?fﬁ\iiiﬁ?ﬁ'ﬂ?%:&%ig T = % f%ﬁ E/JHW;I: {jﬁh AR /
think of these tools as an Al copilot for the web. . 4 PERRNEINAES . BT T RIS ML AL &2 54, . /7
- Official Microsoft Blog, 2/23 - Official Microsoft Blog, 2/23
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Tech Incumbent Al Rollouts =

Meta Platforms — Meta Al (9/23)

BBk AT #E =Meta
Platforms — Meta Al (9/23)

Meta Platforms: Meta Al — 11/23-4/25, per Meta Platforms

Meta Platforms: Meta Al — 11/23-4/25, #R4E Meta Platforms

Meta Al Monthly Active Users (MM) Meta Al Monthly Active Users (MM)
/01 :25 Earnings Call O /01 :25 Earnings Call O
(4/30/25): / (4/30/25): /
/ /
Across our apps, there / Across our apps, there /
are now almost a billion / are now almost a billion /
monthly actives using monthly actives using
Meta Al / Meta Al /
- Meta Platforms Cofounder d - Meta Platforms Cofounder d
e tae & CEO Mark Zuckerberg / e tae & CEO Mark Zuckerberg /
| expect that this is going to be the year when a highly intelligent P 7 RIS EE R — = E R A DMEE AT B, HAHP P 4
and personalized Al assistant reaches more than o] R 10 12, AR Meta AT KR ATR5ERT AT BhFE, o]
1 billion people, and | expect Meta Al to be that leading Al / 425 = A B o /
assistant, Meta Al is already used by more - Meta Al E,I.%ﬁ SRR IE e SYN 2! people than “
people than any other assistant... P any other assistant... P
/ /
...l also expect that 2025 will be the year when it becomes /7 ...l also expect that 2025 will be the year when it becomes /7
possible to build an Al engineering agent that has / possible to build an Al engineering agent that has /
coding and problem-solving abilities of around a 4 coding and problem-solving abilities of around a 4
good mid-level engineer... P / good mid-level engineer... P /
...Whichever company builds [a high-skill Al engineering agent] ...Whichever company builds [a high-skill Al engineering agent]
first, I think it's going to have a meaningful advantage in first, I think it's going to have a meaningful advantage in
deploying it to advance their Al research and shape the field. deploying it to advance their Al research and shape the field.
- Meta Platforms CEO Mark Zuckerberg, 1/25 - Meta Platforms CEO Mark Zuckerberg, 1/25
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Tech Incumbent Al Rollouts =

X — Grok (11/23)

X: Grok — 12/24-4/25, per xAl & Similarweb

Grok Global Desktop Visits* (MM)

BBk AT P25 &1 =X —
Grok (11/23)

X: Grok =12/24-4/25, #R4E xAl #1 Similarweb

Grok Global Desktop Visits* (MM)
m X2 @X-Jun29 m X2 @X-Jun29
Q Following O - - O Q Following O - - O
i E X ' i E X /
B @X I B @X I
what's happening?! } I what's happening?! } '
O Following  67.8M Followers I O Following  67.8M Followers I
E’& this More about this account I E’& this More about this account I
& ;:Z:j;?:f:;:;zsgiates across X, from what we shipped to what , & ;:Z:j;?:f:;:;zsgiates across X, from what we shipped to what I
@ \?vr:gzzted Live Activities in the latest iOS release... I @ \?vr:gzzted Live Activities in the latest iOS release... I
I I
The mission of XAl and Grok is to understand the universe. I XAT 1 Grok fHdRZE T iRFH . FRA AR ZL R B K Rl d
We want to answer the biggest questions. ! 1
I I
- XAl Founder & CEO Elon Musk, 2/25 1 - xAI 4 A3 CEO Elon Musk, 2/25 I
d 2/17/25: Grok 3 is (5 2/17/25: Grok 3 is
Al with Grok is getting very good...it'’s important that Al be / rglias_ed &fge SK;[I;JI\F;I PH Grok By Al ZEEEF EEZNE Al ZHRBIFRIMEM rglias_ed &fge SK;[I;JI\F;I
programmed with good values, especially truth-seeking / VISHES Jump 22X TSR, NHZFRARONER. BAA, ZNT Al ZRLEX / VISHES Jump 22X
values. This is, | think, essential for Al safety... // BEg o //
...Remember these words: We must have a maximally truth- O == o REIXEE . BATRAIRA — N RAREHIE REE - O ==
seeking Al. seeking Al,
- XAl Founder & CEO Elon Musk, 5/25 - XAT BlGA 3R E EHITE Elon Musk, 5/25
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Tech Incumbent Al Rollouts =
Google — Gemini & Al Overviews (12/23)

Tech Incumbent Al Rollouts =

Google — Gemini & Al Overviews (12/23)

Alphabet: Gemini & Al Overviews — 3/25-5/25, per Alphabet & Business Insider Alphabet: Gemini Al Al Overviews — 3/25-5/25, {5 Alphabet #1 Business Insider

Go g|e explain the connection between lightning and thunder X $ & Q
Al
+ AlOverview Learn more .
Al Overviews
/. embedded in
Lightning is the most spectacular part of a thunderstorm, and it's also how .
thunderstorms get their name. Lightning is what causes thunder. & G 00 g | e S e a rC h 3
" ; @ 1.5B MAUs

(4/25)

Here’s how lightning and thunder are connected:

1. Lightning heats the air rapidly as it passes through it. The air temperature in
the lightning channel can reach 50,000°F, which is five times hotter than the
surface of the sun.

2. The sudden increase in temperature and pressure causes the air to expand
rapidly.

3. The expansion of air creates a sonic shock wave, which is what we hear as
thunder. ~

Our differentiated, full stack approach to Al continues to be
central to our growth. This quarter was super exciting as we
rolled out Gemini 2.5, our most intelligent Al model,
which is achieving breakthroughs in performance, and it’s
widely recognized as the best model in the industry.

- Alphabet CEO Sundar Pichai, 4/25

Google Gemini is a family of multimodal Al models, capable of
understanding and generating various types of data including text,
code, audio, images, and video.

Source: Google Gemini

Gemini Chatbot Global MAUs (MM)

Go g|e explain the connection between lightning and thunder X $ & Q

A

4 AlOverview Learn

Al Overviews

m ¥ Simpler 5 Break it down .

&8 /. embedded in

Lightning is th la f a thunde ., and it's also h

i s e o Google Search;
S ; @ 1.5B MAUs

(4/25)

Here’s how lightning and thunder are connected:

1. Lightning heats the air rapidly as it passes through it. The air temperature in
the lightning channel can reach 50,000°F, which is five times hotter than the
surface of the sun.

2. The sudden increase in temperature and pressure causes the air to expand
rapidly.

3. The expansion of air creates a sonic shock wave, which is what we hear as
thunder. ~

BATEG AR, FERERT AL TTIE AR BT R A
Do AFEARFE L N4E, EABATHEL T Gemini 2.5,
BATERERENT AT B8, ©AMAE LBGT K, JFEH
NN R AT R,

- Alphabet CEO Sundar Pichai, 4/25

Google Gemini &2 — RIS AT BE REASIRARAIAE A
FRRIRIEE, G SOAR. RS, 4. EIGFIA,

Source: Google Gemini

Gemini Chatbot 8k MAU (HF)
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Tech Incumbent Al Rollouts =

Amazon — Rufus (2/24)

R ESLN THERERA =
Amazon — Rufus (2/24)

Amazon: Rufus — 12/22-3/25, per Amazon & Morgan Stanley Estimates

We have so many customers now who just use Rufus to help
them find a quick fact about a product. They also use Rufus to
figure out how to summarize customer reviews, so they don't
have to read 100 customer reviews to get a sense of what
people think about that product...the personalization
keeps getting much better...

...And so, we expect throughout 2025, that the number of
occasions where you're not sure what you want to buy and
you want help from Rufus are going to continue to increase

and be more and more helpful to customers.

- Amazon CEO Andy Jassy, 2/25

Amazon: Rufus — 12/22-3/25, A4S EA0EEAR - PR

Amazon North America Retail Estimated Gross

Merchandise Value ($B), Last 12 Months

.o~=O

L£r
—C)—
_O_—O’

-
O—'O'—O——CE 2/24: Rufus announced ]

FEEA RS R P Rufus A 1o a G
X OVER, MR Rufus RMESEP L, b
MIRER RSB 100 5 PITIRIK T ARANIRGZ 7 S Bk
e MR AR AR

------ B, RATFOE 2025 4%, ERMEEH
Eft4, FEEFE Rufus SREFEBIIIE I ke,
I LR PR AT,

- 5 CEO Andy Jassy, 2/25

WA FEWGREAEE (T2 , 12 1A

o=
‘O—O

N o
O—-O" —Cf 2/24: Rufus announced ]
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Tech Incumbent Al Rollouts =

TikTok — Symphony Al Assistant (6/24)

TikTok: Symphony Assistant — 1/24-4/25, per TikTok & Similarweb

& j

Creativity thrives on TikTok. When brands truly lean into
creative bravery and experimentation, they are able to speak
directly to their community and invite them to join in the
conversation. At TikTok World 2024 we launched Symphony,
our suite of ad solutions powered by generative Al...

...With Symphony, businesses of all sizes, creators and
agencies can blend human imagination with Al-powered
efficiency to help scale content development, creativity, and
productivity on TikTok. Research has proven that not only does
creating TikTok-first ads boost purchase intent by +37% and
brand favorability by +38%, but also 79% of TikTok users show
a preference for brands that demonstrate a clear understanding
of how to create content specifically for the platform.

- TikTok Press Release, 6/24

Global Website Visits to TikTok.com (B)
(Where Symphony Assistant is Hosted)

O jo;

N O

/ Q 0} 4
d v ‘O’O O

\O/

B E Sk AT # =TikTok — Symphony
AT BYE (6/24)

TikTok: Symphony Assistant — 1/24-4/25, per TikTok & Similarweb

&. j

OIFETE TikTok RZEFRE, 4R EMRTAhE M
Y BE BRI SE SR I, AT TAT DAE 2 5 AT TROAE DO TS, FFIB1E
125 %%, 7F TikTok World 2024 |, FAHEH T
Symphony, HATHAERR Al B8] SAERT ZEH -

- f&Bh Symphony, EMAEE M, BI7EE FnfCEE R A]
PRRACERES 5 N TR REMENRIRCRMLE &, DAY fe
TikTok EMJNEITR., GliEHMA=T), WI5ERM, Al
TikTok flLoc) & AMX AT LUK I SERLIESR 5 +37%, b
2 +38%, i H 79% Y TikTok FH /7 B S ARARLETE 18 T it
g T i A AR E R S

- TikTok #lEHE, 6/24

Al - BHRESL = Tz BAER™ i / TIRER A

Global Website Visits to TikTok.com (B)
(Where Symphony Assistant is Hosted)

O jo;
", O

¢ QR od t’
e} 0]

\O/
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Tech Incumbent Al Rollouts = B ESKN TR RER A =Apple —

Apple — Apple Intelligence (10/24) Apple Intelligence (10/24)

Apple: Apple Intelligence — 9/23-3/25, per Apple & IDC Estimates Apple: Apple Intelligence — 9/23-3/25, R4 Apple 1 IDC {1t

Estimated Global Sales of iPhone 15 Pro / Estimated Global Sales of iPhone 15 Pro /

o Pro Max & iPhone 16 (MM) — 9/23-3/25 - Pro Max & iPhone 16 (MM) — 9/23-3/25
Thie startoFa Apple Intelligence-Capable Devices Thestartora Apple Intelligence-Capable Devices
new era for Siri new era for Siri
O - O
/1 N\ = e - oE /1N
I \ s0Or=0088 I \
/ /
Apple Intelligence builds on years of innovations we've made / Apple Intelligence B THA 1 Z A RACRE R A 77 Y BT, /
across hardware and software to transform how users @, }5 SAERE AR AT 5077 R Apple Intelligence @it o ;5
experience our products. Apple Intelligence also empowers / \ N S50 5 B P DA AN A5 2 B ] P A ). SRR / \ N
users by delivering personal context that's relevant to them. / V4 ' . s S B > e o / /
And importantly, Apple Intelligence is a breakthrough for / h / Ap\ple Intel—higenc\e fEE“‘ﬂ\jFDA\I BREAEN MR, BRA / h /
privacy and Al with innovations like private cloud compute... / SO T WAE T EZ LRNBIFTHEAR , ~0
...[in] the markets where we had rolled out Apple / L[] BATEE Apple Intelligence B3 H - /
Intell/gence. ..year over year performance on the /Phone 16 ® iPhone 16 B9 b K RILAFI i L ASREE Apple @
family was stronger than those where Apple Intelligence ] N
was not available. Intelligence A9 i B 5,
- Apple CEO Tim Cook, 1/25 - Apple CEO Tim Cook, 1/25
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Al Monetization — ‘Al Product’ = Al Monetization — ‘Al Product’ =

Microsoft Al Revenue +175% to $13B Y/Y Microsoft Al Revenue +175% to $13B Y/Y

Microsoft Al Product Revenue — 2023-2024, per Microsoft Microsoft Al F= 5RO = 2023-2024, HAERIFE: i

TR AL i eEEE A, (10 1235
7T)

Estimated Microsoft Al Product
Annual Run-Rate Revenue ($B)

Build the future of your
business with Al

Build the future of your
business with Al

ﬂh :25 Earnings Call
(4/30/25):

ﬂh :25 Earnings Call
(4/30/25):

Revenue from our Al
business was above

Revenue from our Al
business was above

Solutions to fuel your Al eXp ecta tl ons. . Solutions to fuel your Al eXp eC'ta tl ons. .
wansformaton -z Commercial bookings i =m0 Commercial bookings
increased 18%. increased 18%.
Q/Iicrosoft CFO Amy Hood Q/Iicrosoft CFO Amy Hood

PATEAEBENBAR MR R T O, FHAE I
FEOTREIL AT HUIEERERR,  DAIVER KRB E KA

We are innovating across our tech stack and
helping customers unlock the full ROI of Al to
capture the massive opportunity ahead...

------ BE1, U180 AL LS EHOIBTRER 130 (23678, R
WK 175%,

...Already, our Al business has surpassed an annual revenue
run rate of $13 billion, up 175% year-over-year.

- Microsoft CEO Satya Nadella, 1/25 - %X CEO Satya Nadella, 1/25
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Al Monetization — Generative Search = Al Monetization — Generative Search =

XAl Annualized Revenue Up Materially in 2025 XAl Annualized Revenue Up Materially in 2025

xAl: Generative Search, per xAl & The Wall Street Journal xAT: ANRAER, RIE <AL GUREHR) fiiE
o Annualized Revenue ($B) o Annualized Revenue ($B)
Revenue up e Revenue up
materially in 2025* materially in 2025*
We are pleased to introduce Grok 3, our most advanced We are pleased to introduce Grok 3, our most advanced
model yet: blending strong reasoning with extensive model yet: blending strong reasoning with extensive
pretraining knowledge. Trained on our pretraining knowledge. Trained on our
Colossus supercluster with 10x the compute of previous Colossus supercluster with 10x the compute of previous
State-of-the-art models, Grok 3 displays significant State-of-the-art models, Grok 3 displays significant
improvements in reasoning, mathematics, coding, improvements in reasoning, mathematics, coding,
world knowledge, and instruction-following tasks. world knowledge, and instruction-following tasks.
- XAl Grok 3 Press Release, 2/25 - XAl Grok 3 Press Release, 2/25
[Grok is a] maximally truth-seeking Al, even if that truth is - [Grok is a] maximally truth-seeking Al, even if that truth is -
sometimes at odds with what is politically correct. sometimes at odds with what is politically correct.
- XAl Founder & CEO Elon Musk, 2/25 - XAl Founder & CEO Elon Musk, 2/25
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Al Monetization — Al Services =

Palantir USA Commercial Customers +65% to 432 Y/Y

Palantir USA Commercial Customers — Q1:23-Q1:25, per Palantir

Palantir USA Commercial Customers

,O
/
/
/
/
/
/
We achieved a $1 billion annual run rate in our US > O
commercial business for the first time as AIP [Atrtificial s
Intelligence Platform] continues to drive both new customer P 7
conversions and existing customer expansions in the US.. 7
@)

- Palantir CFO David Glazer , 5/25

As Al models progress and improve, we continue enabling our
customers to maximally leverage these models in production,
capitalizing upon the rich context within the enterprise through
the Ontology. We remain differentiated in our elite execution to
deliver quantified exceptionalism for our customers, ever
widening their advantage over the Al have-nots.

- Palantir CRO & Chief Legal Officer Ryan Taylor, 5/25

Al Bihifk — Al AR%5 =Palantir EERILEF +65% = 432
Y/Y

Palantir Z2ER W - Q1:23-Q1:25, HHERKJR: Palantir

Palantir EERE &

HT AIP [ N TEREFG | Wi E R P >
AR, FAPSEER LS E IR T 10 {2370 ,
IR IBTTER, ,
- Palantir &% % E David Glazer, 5/25
s AT SRAIRECAIBGH, FRATRAEARSUEIRATTHZE P REFSTE
AR H R KRR R A X Se s Ja i AR BN E

M R BATMPR DA BB T i siim e, S EATRy -
TRt B EEE, AW RN TR REIURI L

- Palantir CRO & Chief Legal Officer Ryan Taylor, 5/25
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Al Monetization Possibilities — Enterprise = AT BT gE 1 — 1Dk =
Horizontal Platform IR A=Y I WA E
&/ O TR 2

Specialized Software?
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To understand where enterprise Al monetization is headed, it helps to ask
where software itself is consolidating.

For decades, business software followed a familiar pattern:
build a specialized tool, sell it to a narrow user base, and
scale up within a vertical. This was the age of vertical SaaS — Toast for restaurants,
Guidewire for insurance, Veeva for life sciences...Each tool solved a deep, narrow problem.
But with the rise of foundation models and generative Al, others are gunning for these prizes.

Enter the horizontal enterprise platforms — horizontal layers that combines
Al-native productivity, search, communication, and knowledge management into one unified interface.
Think of it as Slack meets Notion meets ChatGPT, all in one platform.

Horizontal enterprise platforms could usher in a new form of monetization:

not by selling siloed software licenses, but by charging for intelligence, embedded throughout the stack.

The value shifts from tools to outcomes — from CRMs to automated deal summaries,
from service desks to Al-powered resolution flows.

These horizontal capabilities are still early,
but they're already being harnessed by incumbents and upstarts alike.
Microsoft is integrating Copilot across the stack.
Zoom and Canva are layering GenAl into user-facing workflows,
while Databricks is infusing GenAl into its data and developer stack.
Meanwhile, startups like Glean are betting on Al-first workflows to challenge the suite model...

TR N TR RS MR TR, BEIHRE TR SRS T,

JUHER, R AENEE —MRGEIIARIL WELTIN T A, REHBEPAERHF
BF, FEEREESUEATY R, X2#E SaaS WINL - B/TH) Toast . LREGY
Guidewire . AEaRl“AHT Veeva----- SRV THARMRR T IRZIMIRAR R A, (HREE B atisi Al
FIAERE AT B24E, HA AR F<FIX L 22050,

HEAREAIEN G — B AT [RAA . 8K, BEMTREHE S — g —5 L E R mE R,
Al DU EAR A Slack . Notion 1 ChatGPT &K, REEME—FEE

AN B R RES ISk — Mgy S i e AN EEid i BN AR Pl UE, i@t A i A
FEA WA B BEN S, IMEMN T EHERRIGER — )\ CRM FIHIR ZHE, MRS EE] AL IXEhH
R TT R

IXEERE A D REIAL T F AR ER, (HEATEAEA AT SR, iR IEfER
Copilot EREEE N HEM A, Zoom 1 Canva IETEH GenAl 43 E I [\ H - 1 TAERFE,
i Databricks IEfERF GenAl {E A S| HEIEFIIF 2 & Hekkd, SHEFER, Glean FF#IAIAH]
IEFEHE Al-first workflows to challenge the suite model...
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...But specialist vendors aren’t standing still. If anything, they’re absorbing Al faster —
embedding copilots, automating workflows, and
fine-tuning models on proprietary industry data. These platforms already have the workflows, the trust,
and the structured data that Al thrives on. That gives them a head start
in deploying domain-specific intelligence —
Al that doesn’t just summarize a meeting, but flags regulatory risks, optimizes pricing in real time,
or drafts FDA-compliant documentation. In many cases, their incumbency becomes their advantage:
they can roll out Al as a feature, not a product, and monetize it without changing the buying motion.

The next chapter of Al monetization may not be a winner-take-all battle, but a convergence.
Horizontal platforms will push breadth, stitching together knowledge across functions;
specialists will push depth, delivering Al that speaks the language of compliance,
contracts, and customer intent.

The question isn’t whether platforms or specialists win —
it's who can abstract the right layer, own the interface, and capture the logic of work itself.
In the Al era, monetization won'’t just follow usage — it will follow attention, context, and control.

- B, TUHNEFSEEFAE. NRETATREE, BRI ALEEIEEE
R —— ARIEY, B TERE, HFRETERTLBEIEMERER, X876 8aia N TR EE
FLUEF R AR, (SEMES R, X IERRE R e JUSH R RE T B A IO — A
TEEMAIURERIN, BAILWFCRENR, SERAKEN, SUEFERFE FDA FRERISS, 1EVF
200, MRATIARYHEALAR AL 7 ARATIRIOCSS AT TA] DO N T RE/EN — T RE M HE = Sttt
AN SET7 IR L MR BT AL,

ANTEREG MR N —MEARENZ W EEIZHISRS, TR G, 8- ks
JUE, HEHREERRTRESE R, T FaRHEsRE, RIERESHEBESIE. SRM%E
=B N T&RE,
FRARETEEHEREGRME — BIRERNE, H5

it's who can abs#H, H#EHABE ic of work itself.
In the Al era, monetization won'’t just follow usage — it will follow attention, context, and control.
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Al Monetization Possibilities — Enterprise = AT BT gE 1 — 1Dk =
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Horizontal Enterprise Platform = IKEARNEE =
Saa$S Incumbents SaaS Ak
Or
Large Language Model Challengers? RETE S APk E?
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Enterprise SaaS Incumbent Al Rollouts =

Broad & Steady Cadence

Number of Mentions of ‘Al’ on Corporate Earnings Calls — Q1:20-Q1:24, per Uptrends.ai

a" Microsoft
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Enterprise SaaS Incumbent Al Rollouts =
Broad & Steady Cadence

REIMRBIFEEINER “AI” BUIREBIREL - Q1:20-Q1:24, per Uptrends.ai
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Enterprise SaaS Incumbent Al Rollouts =

Microsoft GitHub Copilot — 6/22

Microsoft GitHub Copilot — 6/17-6/24, per GitHub, Microsoft & Wells Fargo

The world’s most widely GitHub Revenue ($MM)

adopted Al developer tool.

™\ SaaS BiF Al #) =Microsoft

GitHub Copilot — 6/22

Microsoft GitHub Copilot — 6/17-6/24, 1R#E GitHub . Microsoft 1 Wells Fargo

The world’s most widely

GitHub Revenue ($MM)

adopted Al developer tool.
P g P
/
/
/
GitHub / GitHub
Copilot / Copilot
Public Public
Launch Launch
GitHub Copilot is by far the most widely adopted Al-powered ol GitHub Copilot ZI€4 N 1EN H i T2/ AT XS A& ol
developer tool. Just over two years since its general s TH, BHESET DRI ES, @it 77,000 ZHH - s
availability, more than 77,000 organizations — from BBVA, s = ’ _ s
FedEx, and H&M, to Infosys and Paytm — // }\)\BEVALFedEfﬂIH&M;tJInfosySﬂlPaytm—m):H? //
have adopted Copilot, up 180% year-over-year. e Copilot, [RILLHE 180%. e
7 7’
- Microsoft CEO Satya Nadella, 7/24 P Ve - Microsoft CEO Satya Nadella, 7/24 P Ve
e
We have been delighted by the early response to GitHub s GitHub Copilot 1 vs. Code 7E& i J5 HIEE—A 2 HINFHIR
e it woek past aunch. Allup, Gttt now i home (o 150 7 (3 AL 100 JIORIRLTR, VMR s Fi
million developers, up 50% over the past two years. GitHub #145 1.5AZFFRA, (ERWERK T 50%.
- Microsoft CEO Satya Nadella, 1/25 - Microsoft CEO Satya Nadella, 1/25
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Enterprise SaaS Incumbent Al Rollouts =

Microsoft 365 Copilot — 3/23

Enterprise SaaS Incumbent Al Rollouts =
Microsoft 365 Copilot — 3/23

Microsoft 365 Copilot — Q2:23-Q4:24, per Microsoft & Morgan Stanley

0 Create content with Copilot

1
1
1
draft a proposal from yesterday's @ | meeting notes| 1
1
1
1

We are seeing accelerated customer adoption across all deal
sizes as we win new Microsoft 365 Copilot customers and
see the majority of existing enterprise customers come back
to purchase more seats. When you look at customers who
purchased Copilot during the first quarter of availability,
they have expanded their seat collectively by more than
10x over the past 18 months. And overall, the number of
people who use Copilot daily, again, more than
doubled quarter over quarter.

Employees are also engaging with Copilot more than ever.
Usage intensity increased more than 60% quarter over
quarter, and we are expanding our TAM with Copilot Chat,
which was announced earlier this month.

- Microsoft CEO Satya Nadella, 1/25

% of ClOs Expecting to Use Microsoft
365 Copilot over Next 12 Months,
per Morgan Stanley Survey

Microsoft 365 Copilot — Q2:23-Q4:24, FRIEFUERFER LRI £z

0 Create content with Copilot

1
1
1
draft a proposal from yesterday's @ | meeting notes| 1
1
1
1

BAVE B A R ZE 5 TR & PSR FERAEANIE, KO FRAT]
WS THT Microsoft 365 Copilot %/, HHBZIKZK
A L BRI SETE 2 i, YEERTEE R T
Wg3& Copilot B I, AR 2% 18 A H AR H AR 3
FRT 10 5 0A B, BRRYE, BRI Copilot FIAZL,
R, PREIER T —f5 DA b,

G Copilot (25 b ATl . {8 o
JEREIG RIS 60%, FATELRIEIS A H FLEm g 5 Am )
Copilot Chat #"AFATHY TAM,

- Microsoft CEO Satya Nadella, 1/25

IRHEEEAR L PHRE R, ARk 12 N H T A
Microsoft 365 Copilot Y& FEEE B H 7k
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Enterprise SaaS Incumbent Al Rollouts =

Adobe Firefly — 3/23

Enterprise SaaS Incumbent Al Rollouts =
Adobe Firefly — 3/23

Adobe Firefly — 5/23-4/25, per Adobe

Cumulative Number of Digital Assets
Generated Using Adobe Firefly (B)

Fi  Adobe Firefly
Vid

Goldfish swim in slow motion P
O )
(V). {‘ ! ; /

/
4 “ - il
— —

Adobe Firefly — 5/23-4/25, per Adobe

M Adobe Firefly AR T 5= B4
= (B)

Fi  Adobe Firefly
Now in Adobe Firefl

Goldfish swim in slow motion P
O )
(V). {‘ ! ; /
i N4 ‘ ;)I

/
4 “ - il
— —

2 A% Al Adobe FireFly AR — R b_b 22 2942 i

The release of the Adobe FireFly video model in February, a
commercially safe generative Al video model, has been very / AL SR 28 7 SRR O LA AR AR B - /
positively received by brands and creative professionals... /O /O
...User engagement has been strong with over P / RFPE5E—ERSE, #12 90% B2 AP &R P /
90% of paid users generating videos... y; TEAE B - /
/ /
...We're delighted with the early interest in these new ,OO BT SRR AXB R & X, HMAEE ,OO
_offermgs. Ot/_ver creative profess_/ona/ and creator highlights P WO EE ) S EdE, BATA S ks K %A P
”',’tchlugﬁ’ tcozt’”“gd Sﬁ\f IO”Q agﬁpt"??_ of GenAl ’l’:’ our pr ?du‘t’ff / GenAl, Photoshop GenAl [ H &L 210 35%, /
wi otoshop GenAl monthly active users at approximately . . . 0 42
35% and Lightroom GenAl monthly active users at 30%. ,Cﬁ Lightroom (iej;AI 1A éfff)jjj 30%, M/ EEEH ,Cﬁ
Users have generated over 20 billion assets with Firefly. P Firefly AEpk 1 200 {24557 -,
O O
- Adobe President of Digital Media David Wadhwani, 3/25 - Adobe F 7K S E David Wadhwani, 3/25
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Enterprise SaaS Incumbent Al Rollouts = Enterprise SaaS Incumbent Al Rollouts =

Atlassian Intelligence — 4/23 Atlassian Intelligence — 4/23
Atlassian Intelligence — 12/23-12/24, per Atlassian Atlassian Intelligence — 12/23-12/24, #R#E Atlassian,
A i Atlassian Intelligence Users (K) A i Atlassian Intelligence Fi/7 (K)

Atlassian Intelligence Atlassian Intelligence
1\ ', 1\ :

Today, more than 1 million monthly active users are utilizing an4y, F8id 100 77 ATEERH P IELER HFRAIR Atlassian
our Atlassian intelligence features to unlock enterprise intelligence JIRESAMA AL ANI, 138 T RN

knowledge, supercharge workflows, and accelerate their . . i ‘ : k
team collaboration. These features are clearly delivering PAPME, XLEDIRE BAATEALZIBINE, KARMCEERTZ
value as we've seen a number of Al interactions Al HERE e a8 25 42 -

increase more than 25x year over year...

------ Atlassian Intelligence [EXE—F 5, ERNNREIKE

...Atlassian Intelligence [saw a] 25x improvement in the
T ]25 1%

number of features used over the last year.

- Atlassian Co-Founder & Co-CEO Michael Cannon, 2/25 - Atlassian Bt& 6146 AFEEE CEO Michael Cannon, 2/25
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Enterprise SaaS Incumbent Al Rollouts =
Zoom Al Companion — 9/23

Zoom Al Companion — 9/23-12/24, per Zoom

Estimated Zoom Accounts with

Al Companion Activated (MM)
Growth in monthly active users of Zoom Al Companion

accelerated to 68% quarter over quarter, demonstrating the
real value Al is providing customers.

Zoom Al Companion has emerged as a driving force
behind our transformation into an Al-first company...

Zoom Al Companion — 9/23
...As part of Al Companion 2.0, we added advanced agentic
capabilities, including memory, reasoning, orchestration, and

Enterprise SaaS Incumbent Al Rollouts =

seamless integration with Microsoft and Google services.

- Zoom Founder & CEO Eric Yuan, 2/25

Zoom Al Companion — 9/23-12/24, per Zoom
— Estimated Zoom Accounts with
\ T Al Companion Activated (MM)
O O
/ /
/ /
/ : /
/ /
/ Zoom Al Companion Y H i&EEKH F G KINEEFE !
/ IR K 68%, FRBH AT NE PR EIEE, Zoom /
/O AI Companion ERCAFATELRDN Al-first company... /Y /O
/ W5h 77, /
;{ ...As part of Al Companion 2.0, we added advanced agentic JIfE, ;{
/ LIz, #EE, WA LAK S Microsoft fil Google ARSI TEEEH K, /
, 4 - Zoom B4 AF& CEO Eric Yuan, 2/25 , 4
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Enterprise SaaS Incumbent Al Rollouts =
Canva Magic Studio — 10/23

Enterprise SaaS Incumbent Al Rollouts =

Canva Magic Studio — 10/23

Canva Magic Studio — 10/23-5/25, per Canva Canva Magic Studio — 10/23-5/25, per Canva

: Cumulative Canva Magic : Cumulative Canva Magic
Magic Studio Studio Al Tool Uses (B) Magic Studio Studio Al Tool Uses (B)
o ol o
16B 16B
With Magic Studio there’s no need to toggle between multiple With Magic Studio there’s no need to toggle between multiple
Al tools or learn lots of different software — all the best of Al is Al tools or learn lots of different software — all the best of Al is
at your fingertips. Created for the 99% of the world without 10 at your fingertips. Created for the 99% of the world without 10
complex design skills, Magic Studio is jam-packed with easy- complex design skills, Magic Studio is jam-packed with easy-
to-use Al-powered features across every part of to-use Al-powered features across every part of
Canva to help you work smarter. Canva to help you work smarter.
- Canva Press Release, 10/23 - Canva Press Release, 10/23
Magic Studio is designed to supercharge creativity across our Magic Studio is designed to supercharge creativity across our
entire community — from enterprise teams to educators and entire community — from enterprise teams to educators and
nonprofits. Its easy-to-use Al features are woven into every 0B nonprofits. Its easy-to-use Al features are woven into every 0B
part of Canva, enabling anyone to spark inspiration, 0 part of Canva, enabling anyone to spark inspiration, 0
streamline workflows, and scale their content. In fact, our Al 10/23 5/25 streamline workflows, and scale their content. In fact, our Al 10/23 5/25
tools have been used more than 10 billion times to date. tools have been used more than 10 billion times to date.
- Canva Press Release, 10/24 - Canva Press Release, 10/24
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Enterprise SaaS Incumbent Al Rollouts =

Enterprise SaaS Incumbent Al Rollouts =
Salesforce Agentforce — 9/24

Salesforce Agentforce — 9/24

Salesforce Agentforce — 12/24-2/25, per Salesforce Salesforce Agentforce — 12/24-2/25, per Salesforce

Rae Number of Paid Agentforce Deals Signed S BB 1 Agentforce (TR &

Agentforc 8

Humans with Agents drive customer success together.

We ended this year with $900MM in Data Cloud and Al ARR.
It grew 120% year over year. We've never seen products grow
at these levels, especially Agentforce...

...Just 90 days after it went live, we've already had 3,000 paying
Agentforce customers who are experiencing unprecedented
levels of productivity, efficiency, and cost savings...

...Data Cloud is the fuel that powers Agentforce and our
customers are investing in it. And Data Cloud surpassed 50
trillion, that's trillion with a T, records, doubling year over year as
customers increase their consumption and
investment in our data platform.

- Salesforce Co-Founder & CEO Mark Benioff, 2/25

Agentforc 8

Humans with Agents drive customer success together.

SRR, FAE Data Cloud #1 AI 75 ARR K% 9 {23ETT,
Al FEHE S 120%,  FRATMAR WIS 7 i PUX MUK, TEH 2

Agentforce...

- EEEHMX 90 RE, BATELMA 3,000 RAT5H Agentforce %=
F, TEERRRITR AN A A, REFRART LKF

-Data Cloud & Agentforce fJ2171, AR IEEXN
HH T %, Data Cloud #@&id 7 50 H{Z5%id5%, BI{24%)
Midsk, RIEIERK T —6, KOvE P 7 EREdE
ERITHSRAIIRES .

- Salesforce Bt & Gll46 A& HUTE Mark Benioff, 2/25
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Horizontal Enterprise Platform = N A A=
SaaS Incumbents SaaS Incumbents
Or Or
Large Language Model Challengers? Large Language Model Challengers?
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OpenAl ChatGPT =

Potential Horizontal Enterprise Platform?...

OpenAl ChatGPT =

Potential Horizontal Enterprise Platform?...

OpenAl = Next-Gen All-in-One Enterprise Platform?

p
Microsoft Office Suite

=" Microsoft 365

gk o O B
nj B Gi

400MM Paid Users Over 34 Years
1990-2024

1 OpenAl ChatGPT

- /

@) ChatGPT

20MM Paid Users Over 2.5 Years
11/22-4/25

- /

OpenAl = F——K i FGa7?

p
Microsoft Office Suite

=" Microsoft 365

gk o O B
nj B Gi

400MM Paid Users Over 34 Years
1990-2024

1 OpenAl ChatGPT

- /

@) ChatGPT

20MM Paid Users Over 2.5 Years
11/22-4/25

- /
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...OpenAl ChatGPT =

Potential Horizontal Enterprise Platform?

...OpenAl ChatGPT =

Potential Horizontal Enterprise Platform?

ChatGPT Enterprise — 8/23-3/25, per OpenAl, Bloomberg, Reuters, & The Wall Street Journal

Number of ChatGPT Business Users (MM)

ChatGPT Enterprise — 8/23-3/25, ¥ OpenAl . #i#4l, BEA (EREHR) RE

Number of ChatGPT Business Users (MM)

P CMI":;GPTEnterprise (Includes Enterprise / Team / Education) RIS CMI":;GPTEnterprise (Includes Enterprise / Team / Education)
' . / ' . /
4 / 4 /
/ /
] / ] /
— ' — '
/ /
/ /

Since ChatGPT’s launch just nine months ago, we've seen / BM ChatGPT #HXANA LK, BAIELFER @R 80% /
teams adopt it in over 80% of Fortune 500 companies. We've ,d BIE 500 BA TP EARE T T BATAR L AT IR 2 07335, ,d
heard from business leaders that they'd like a simple and safe . R . X s

way of deploying it in their organization. Early users of , ’ HeT 1 A — b fe] 28 i 22 1) 7T A AT T 2R B , ’

ChatGPT Enterprise...are redefining how they operate and are 7 ChatGPT Enterprise (92 EAF ...... EEEH EXMAIHEE /

using ChatGPT to craft clearer communications, accelerate y »X 3B EAME ChatGPT SEEIVEE S AE. g (T y

coding tasks, rapidly explore answers to complex business O " o e - ) O

questions, assist with creative work, and much more. / %, POEREE IS RBNER, HhEGIE TIEESE, /
/ /
ChatGPT Enterprise removes all usage caps and performs / ChatGPT Enterprise BGE TR A BBR, J HHUTIHE R /
ch ‘t’ggoTtgott’me.s faslter [vs. %hatGlj.T ’;r ‘Ze]  esst o & T #E [5 ChatGPT Free 48K -+ ChatGPT Enterprise ¥ o
...Cha nterprise also provides unlimited access to - . P, -
advanced data analysis, previously known as Code Interpreter. o~ FRA EER T ATHIBRFI VI, - BARTFR Code Interpreters o~
- ChatGPT Enterprise Release Statement, 8/23 - ChatGPT Enterprise ZffiFHH, 8/23
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Al Monetization Possibilities — Enterprise = Al Bemfbr]get: — Bk =
Horizontal Platform A S & /BT
&/ Or AR

Specialized Software?
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FRIE Prosus HYEE

tamfe — Nk = R HRIT AL =,

Al Monetization — Enterprise =
Specialized Software Opportunities in Fragmented Markets, per Prosus

USA Industries by Number of Companies & Market Share — 2024, per Prosus

EEHBAT AT EM T MEN - 2024 £, RHE Prosus BYEHE

Mid-market & niche SMB Mid-market & niche SMB
(beverage stores, veterinary clinics, Building Industry group (beverage stores, veterinary clinics, Building Industry group
child care services) Dentists conlraclors child care services) Dentists conlraclors
0, > 0, >
100% ' @ MiningaOil 100% @ MiningaOil
‘ ® utilities ‘ ® utilities
90% 90%
‘ @ Construction ‘ @ Construction
" "
% 80% : ® Manufacturing % 80% : ® Manufacturing
o Physicians o . Physicians
E‘ . ‘ ; @ wholesale Trade E‘ ‘ ; @ wholesale Trade
70% ‘ ‘ 70% ? ;
g & Legal @ Retail Trade g ) Legal @ Retail Trade
'2. Services Media Ig_ : Services Media
8 60% Building 8 60% el Building
2 services ® Finance 2 5 ‘ services ® Finance
-§ 50% e @ Real Estate -§ 50% - N @ Real Estate
13:. Computer design ® Professional Services 13:. Computer design @ Professional Services
] 40% - and services ] 40% and services
5 ‘ @ Othjer company services 5 @ Othjer company services
= X X = L . :
S 30% @ Educational Services S 30% 0 @ Educational Services
= Fragmented ® i = Fragmented ® i
s large markets HERh Care s large markets HERh Care
2 20% @ Arts & Entertainment 2 20% @ Arts & Entertainment
Enterprise dominated Accommodation and Food Enterprise dominated Accommodation and Food
10% (oil refinenies, Telecom, Airlines 10% (oil refinenies, Telecom, Airlines
4 orAnlamant i o e Other Services v orAnlamant i o e Other Services
0% — T T T T T T T T 1 Bubble size = 0% —d T T T T T T T T it Bubble size =
0 20,000 40,000 60,000 80,000 100,000 120,000 140,000 160,000 180,000 440,000 Industry Annual sales* 0 20,000 40,000 60,000 80,000 100,000 120,000 140,000 160,000 180,000 440,000 Industry Annual sales*
For discussion or feedback For discussion or feedback
# of companies in Industry Hotrceyil- i by SO0 # of companies in Industry oorcetill oy B
r $Br r $Br
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Al-Enabled Specialized Software @ AT TREERY TR @ RAUARSS . =
Large Service Industries =

Growing Very Quickly... IRIRIGIS -~
Software Engineering TR PR &
Product Development (U TRAE 22 PR SS

Healthcare B
Legal BRI SS

Customer Service
Financial Services
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Al-Enabled Specialized Software Companies @ KRR SSATILRY AL TREEH T VA F] =
Large Service Industries =
Growing Very QuicKly... MR e
Software Engineering R AE T
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Specialized Al — Software Engineering (Code Editor) =

Anysphere Cursor Al ARR @ $1MM to $300MM in Twenty-Five Months

LTH Al - &R ((RB4R5EA) =Anysphere Cursor AI ARR @ 100 7 3&
LR 31¢3ETT, Il 25 1 H

Anysphere Cursor Al — 3/23-4/25, per Anysphere

Anysphere Cursor Al =3/23-4/25, R4 Anysphere

Annual Recurring Revenue (ARR) ($MM) EEZFEMEWA (ARR) ($MM)
Editor . The Al Code Editor .
/ _ /
| |
] L ]
Something beautiful is happening to code...our aim with Cursor I REDIEFE & 4 — L ESFEOENE - BAMER Cursor B B pr2aksls |0 /
is to continue to lead this shift, by building a magical tool that [} —EEAS AR MR TR, A—RERE R EFANKRYE ]
will one day write all the world's software... | I
] ]
...Already, in Cursor, hours of hunting for the right primitives are ) TE Cursor ¥, F#HIEHRIEHE/INTET 8] B2 EIRTE |
be/ng replaced by /n_stant‘ansv%ers. Mechan/pal refactors_ are | ZRFER, NUREM TR BB “ IR, SEMIA L |
being reduced to single ‘tabs.’ Terse directives are getting } . ) - e
expanded into working source. And thousand-line changes are I Y RE| TR, T B TR A LR B A AR 15 PR AR D 4= I
rippling to life in seconds. ] ]
A A
- Anysphere Press Release (8/24) PR - Anysphere #rlEfH (8/24) PR
” ”
...We're delighted to report that Cursor is now used by millions _- < BAVREXHIRE, BKEAEFRIAEEESER _° -
of programmers as their editor of choice. Our proprietgry P Cursor E M LR iR, TA1E A RUBA IR AL AR AR -
models no% gerz;era;f more cg;li'e thafr]) a/m;)st any LdLI\/Is in the _- S B LPHEA LLM #2%, JF HESRgmiEEE 10 {270 -
world and edit over a billion characters per day. P : o 22 T S S 4235} 4715 -,
Our business is large and fast growing, having exceeded 7 E‘L RMEALSSRER APRRK, SRIERACEE 14 -~
$100MM in recurring revenue. - Ko -
- Anysphere Team (8/24 & 1/25) - Anysphere Team (8/24 & 1/25)
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Al-Enabled Specialized Software Companies @ AT TREERY TR~ F] @ REIARSSATIL =
Large Service Industries =
Growing Very QuicKly... MR I -
Product Development (Rl T paw-d
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Specialized Al — Product Development (No-Code Product-Building) = LW ANTERE - otk efiEr~midE) =Lovable ARR +13x fEATH

Lovable ARR +13x to $50MM in Five Months NIEE 5000 5 3FET

A —= 337,
Lovable — 12/24-5/25 S NEZ —-12/24-5/25
— — Annual Recurring Revenue (ARR)** ($MM) — = EEZEERA (ARR)*™ ($MM)
O O
Build something % Lovable / / Build something % Lovable / /
A R / sl r e /
/ /
/ /
/ /
/ /
/ ) /
Note: Lovable is an Al-powered application development platform that enables users / TEE: Lovable 2—> AL RSN IR FR 6, (G F R DU ARIE S i /
to create full-stack web applications by describing their ideas in natural language. AR A kS Web M FIFRRF. 1257 & BOX MR e T REE B FA AR
The platform translates these descriptions into functional applications, handling / . L /‘ ‘ o - : - A ) o /
frontend and backend code generation, database integration, and deployment. / ACPERTIm AN S Im ARG i, BE R R B 2 /
/ /
/ /
The opportunity here is immense. We are on the / XA ZE R, BATEAE— e R /
verge of a pfatradigrg shig Whi’re ih(ij parriers to building / W%, MR SRR R AR 5, TULE, [T /
software-based products disappear. / . T TE SV N o ey /
Now, anyone can become an entrepreneur, O ngﬁju‘ﬁiﬁ (IE5R, AETLor BRI Pz O
launch a product and build a business in minutes. , 4 7o , /
- Frederik Cassel, Creandum, a - Frederik Cassel, Creandum,’ % 3% Lovable: %% {T5) a
‘Backing Lovable: Move Fast and Make Things,’ 2/25* FOEME ", 2/25%
Al-Enabled Specialized Software Companies @ Large Service Industries = AT TRRERI B AR AT @ KBRS AT = 3G R - FEIF R
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Al-Enabled Specialized Software Companies @ Al TRRERY TR Al @ REARSS L =
Large Service Industries =
Growing Very QuicKly... eI -
Healthcare ERXRgL e
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Specialized Al — Healthcare (Clinical Conversations) =

Abridge @ $50MM to $117MM CARR in ~Five Months

LA NTHERE - Iy R (mRX1E) =Abridge @ 5000 75
FILE 1.17 /¢35t CARR, #EHf ~ 7L H

Abridge — 10/24-3/25, per Abridge & The Information

ABRIDGE woows uv wononv weny o [ comor

Contracted Annual Recurring
Revenue (CARR) ($MM)

ENTERPRISE-GRADE
AL FOR CLINICAL
CONVERSATIONS

4 plattorm foe cinice

Yazdi Bagli, Kaiser’'s EVP of IT and enterprise business services,
said he believes [Kaiser Permanente’s] Abridge partnership is
one of the largest generative Al deployments in health care...

...The national rollout includes more than 25,000 doctors and
clinicians, 40 hospitals, and north of 600 medical offices...

...The feedback from doctors has been effusive:
‘It saved my marriage.’ And:
‘You’d have to take it away from my cold, dying hands.’

- Fortune Magazine (2/25)

We are incredibly proud of our partnership with Kaiser —
where a majority of Kaiser doctors are using Abridge to
summarize patient visits, with over 10 million completed to date.
As one of our earliest deployments, it is a great example

Abridge — 10/24-3/25, #R#& Abridge & The Information

BLFEELFERA (CARR) (H

370)

ABRIDGE woows uv wononv weny o [ comor

ENTERPRISE-GRADE
AL FOR CLINICAL
co S

HLHEE B AR & AR S HUT RIS 2% Yazdi Bagli &R, AR [
Kaiser Permanente B ] Abridge &1 % & & BEJT REAUS R AN A KR A
IERERBZ—
""" S EE BFESN 25,000 EEAMEREL., 40 RERA
600 ZREITHAE
""" XREEENRBIEERR: " BERKRT HKHOE
W, "TFA: RENERKS., ERNFETEE, T

- (ME) & (2H25H)

PR B 5E6ES Kaiser 51 —, Kaiser FJRZEIEAHR
TEfEH Abridge SREZEBERISHEN, €5 E7MAEE 1000 /5
Ko TENBNRFIEBZ —, X2 DREFHIGI T, BERAERAT]
S RZ ERE S TRKAF R R, FHABIt1S Abridge —

of how we are building alongside our many hospital partners R
and helping them grow with Abridge. ©
- Abridge CFO Sagar Sanghvi (5/25) - Abridge EJ® %5 E Sagar Sanghvi (5/25)
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Specialized Al — Legal (Workflows) =

Specialized Al — Legal (Workflows) =
Harvey @ $10MM to $70MM ARR in Fifteen Months, per The Information & Business Insider = Harvey @ $10MM to $70MM ARR in Fifteen Months, per The Information & Business Insider

Harvey — 12/23-4/25, per The Information & Business Insider Harvey -12/23-4/25, ##}& The Information & Business Insider

Annual Recurring Revenue (ARR) ($MM)

Professional
Class Al

Professiénal E}Eé’%ﬁ’li”&)\ (ARR) (Eﬁ%ﬁ)

Class Al

/ /
/ /
/ /
Y Y
In 2024, we saw 4x annual recurring revenue (ARR) growth and / - 2024 5, FATLIT 4 BEHEESE IR (ARR) K, &H y -
expanded from 40 cu;tome_rs to 235 c'us.tomers in 42 countries, Ve B 40 20 FES 42 MEZ / HBIXEY 235 5, HrbiEE Ve
including the majority 7 o - 7
of the top 10 USA law firms. L7 HE BT 10 B BT 55 Al L7
V4 V4
We've also seen the legal and professional services industry / We've also seen the legal and professional services /
shift faster than ever before. Lawyers are adopting technology industry 25 538 He DU (TR 0 b, AT TIE BAZS AT E o
at an unprecedented rate, - ] N o
centuries-old firms are experimenting with new business JERHBOR, A ECEE T LR A FELE 0 Y AR
models, and z/;ltzrprisifl are dﬁ\]/ing signi);icint savin%s with Al- NV IE R S8 A T 2T TR TR RIE S A A, 2025 4E,
enabled workflows. The pace of change wi . -
only accelerate in 2025. AR AR
- Harvey Co-Founder & CEO Winston Weinberg - Harvey BX& A6 AFREJEHITE Winston
& Co-Founder & President Gabe Pereyra (2/25) Weinberg FHk & 0146 A3 Gabe Pereyra (2/25)
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Al-Enabled Specialized Software Companies @ Al XFRIE N ERA A~ 7] @ REARSSITIL =
Large Service Industries =
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Specialized Al — Customer Service (Al Support Agents) =

Decagon @ ~$1MM to $10MM ARR in One Year

LA N THEE - B ARS (AL ZRH) =Decagon @ ~ —4F
WIXZ] 100 3EJTE 1000 3ETH ARR

Decagon — 2023-2024, per Decagon

Al support agents for
your enterprise.

Annual Recurring Revenue (ARR) ($MM)

ARR growth
accelerating in 2025

!

ngo W Webflow « Curology eventbrite

Al is often seen as destroying jobs, but at Decagon,
we believe the opposite. Our Al agents are enhancing jobs,
not replacing them...

...In a few years, every company will have Al agents running
their customer experiences. Customer support staff are no
longer fielding routine tasks; they are now becoming Al
managers — configuring, training and overseeing the
Al agents that handle repetitive work.

- Decagon Co-Founder & CEO Jesse Zhang (10/24)

Decagon — 2023-2024, per Decagon

FREEMERA (ARR) (HHFET)

Al support agents for
your enterprise.

ARR growth
accelerating in 2025

ngo W Webflow < Curology eventbrite

MTEFE NN TR RES B2, B4 Decagon, FAITHH
EELAEHER. BAOTATEREHIEEEHAZ, ffR=ER
(A (R

- EJLER, BRA TSI ATE e RERGEAM
FRIRLE, BPSHFANRAEEEEHEES; I EE
RN N TR — Bl B, FIIF I A M TR
TR REATE,

- Decagon K& QB A\ FE HHITE Jesse Zhang (10/24)

Al-Enabled Specialized Software Companies @ Large Service Industries =
Growing Very Quickly...Customer Service

BOND

241 BOND

JE R AL FRBUIRSSATAL S VR A ] = BRIEREEES - & ss 241



Al-Enabled Specialized Software Companies @ Al TRRERY TR Al @ REARSS L =
Large Service Industries =
Growing Very QuicKly... MR -
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Specialized Al — Financial Services (Research & Analysis) = L NTERE — 2RiikSS (W55 704r) =AlphaSense @ ~$

AlphaSense @ ~$150MM to ~$420MM in Two Years 150MM £ ~$420MM A

AlphaSense — 2022-2024, per AlphaSense AlphaSense — 2022-2024, #4& AlphaSense

e : Annual Recurring Revenue (ARR) ($MM) e = EELEMNIRAN (ARR) (HHF3ET)
e = === O s = === O
— o— — , [R—— Tty [ ,
T s e / T e e /
/ /
/ " R /
We are at a tipping point where Al-driven insights are no longer / FATELT—MEA A, AN TEGEIKSIHRSEANH 2 — &S, /
a luxury but a necessity — every company's / T2 — Rk — AN B T 5 (SRS /
market value is the sum of the decisions it makes. / /
/ . . . . /
Surpassing $400 million in ARR and our rapid growth are clear | it 4 1270H ARR FIFRATTAY PRSI KGR, SkiE |
. . - . PR _ o
signals that businesses are recognizing the transformative _- TR B IR A TR 1 47 [ 45 S & (2 5 & _-
power of our end-to-end - T
market intelligence platform. O Cr
As we scale, our focus remains on product and FEERATP R, FRATAVE SRR Al
technology innovation, ensuring we deliver RO BT P 2 M E Y Ty
high-value solutions and cutting-edge Al and ’ . } B i
smart workflow capabilities to our customers. FERRNRIYN T GEFNE BE TAEMAZIRE,
- AlphaSense Co-Founder & CEO Jack Kokko (3/25) - AlphaSense Bt& G146 A& # HUTE Jack Kokko (3/25)
B()ND Al-Enabled Specialized Software Companies @ Large Service Industries =

NLERESCFR TR A E] @ RERSSATI = IR AEE RE - BRARSS
Growing Very Quickly...Financial Services 243 B()ND

73

243



Next Al Use Case Frontiers = T AI HAFEGTS =
Broad & Varied Broad & Varied
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Next Al Use Case Frontiers = T—PMANLEGEHVEIE =)

Broad & Varied HZHE

Next Al Use Case Frontiers — 5/25 =N AN LEREH BT - 5/25

Highlights = Highlights =
Pages 246-247 Pages 246-247

Autonomous
Scientific Research

Precision
Manufacturing

Autonomous
Scientific Research

Precision
Manufacturing

Medical Discovery
& Development

Multi-Purpose
Robotics

Supply Chain
Optimization

Supply Chain
Optimization

Medical Discovery
& Development

Multi-Purpose
Robotics

Environmental &
Climate Monitoring

Autonomous
Finance

Personalized
Education

Environmental &
Climate Monitoring

Autonomous
Finance

Personalized
Education
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Next Al Use Case Frontier — Protein Sequencing =

T AT FGIRTI — BRI = BUA/N +290%, DU RIEER K]
980 {2 S8k

Model Size +290% Annually to 98 Billion Parameters Over Four Years

Size of Major Protein Sequencing Models (B Parameters) — 2020-2024,
per Stanford RAISE Health

Per Stanford HAI (4/25): The past year has witnessed remarkable progress in Al models applied to protein sequences.
Large-scale machine learning models have improved our ability to predict protein properties, accelerating research in structural biology and
molecular engineering...These Al-driven approaches have transformed protein science by minimizing reliance on costly,
time-intensive experimental methods, enabling rapid exploration of protein function and design.

2020 2022 2023 2024

FHEHBMFERFRN (BSE) - 2020-2024, #dEKJR: Stanford

RAISE Health
R4 Stanford HAI (4/25) fyiitk: EE—%, NMHATEAFRFIIN A BREUS 7T EEFHRE, KBS SIS 7 FA 17 &
HFJEERIRE ST, INE T SV F TAZ SRR 5% - X AL JXEH 77 TR I Ee R BR s/ DT B BRI RE IS A SEEG 77 TR AU AR,

MR 7 E B BUR, MMREW PORIRER & B R REM T

2020 2022 2023 2024
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Next Al Use Case Frontier — Protein Sequencing = = AT HBIETE — &8 Bl =@l AlphaFold, & AR & B BEHE

Synthetically Generated Protein Data Yields 1,000x Expansion via AlphaFold =% K 1,000 f&

Experimentally Expanded Coverage with Experimentally Expanded Coverage with
Determined Structure Prediction Determined Structure Prediction

% 4 BN W % &% BN W
g W R % h MR W
Aiparodz 5@? % %% &gﬁf W U woaroaz W 2 4 Al
‘@&5@’%% N & W oH R

&%

214,121 214MM 214,121 214MM
Protein Structures Q Predicted Protein Structures Protein Structures Q Predicted Protein Structures
in PDB (2024) in AFDB (2024) in PDB (2024) in AFDB (2024)
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Al Monetization Threats AT Bt =
Rising Competition SEHINE] +
+
Open-Source Model Momentum Open-Source Model Momentum
(& China’s Rise) (5 EEL)
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On the back of Google’s ‘Attention is All You Need’ Transformers research paper in 2017,

the first wave of ‘modern Al (read: LLMs) focused on text: models such as OpenAl's GPT-3 and Meta’s Llama-1

showed that teaching computers to finish sentences at scale could unlock broad reasoning abilities.
Yet human communication is rarely text-only, and often not even text-first.
Images, audio, video, and sensor readings carry context that words alone miss,
so researchers at the same companies —
and peers like Google, Anthropic, and xAl, among others —
began extending language models to handle additional signals.

Multimodal Al models are the result. They embed text, pictures, sound, and video
into a shared representation and generate outputs in any of those formats.
A single query can reference a paragraph and a diagram, and the model can respond
with a spoken summary or an annotated image — without switching systems.
Each new modality forces models to align meaning across formats rather than optimize for one.

The path to this capability unfolded stepwise: OpenAl’s CLIP paired vision and language in 2021;
Meta followed with ImageBind in 2023 and Chameleon in 2024;
and by 2024-2025, frontier systems such as GPT-40, Claude 3, and Chameleon had become fully multimodal.
Each new modality forced the models to align meaning across formats rather than optimize for one.

The payoff is practical.
A field engineer can aim a phone camera at machinery and receive a plain-language fault diagnosis;
a clinician can attach an X-ray to a note and get a structured report draft;
and an analyst can combine charts, transcripts, and audio clips in a single query.
Compared with text-only models, multimodal systems cut context switching,
capture richer detail, and enable applications —

quality control, assistive tech, content creation — where visual or auditory information matters as much as words.

BOND

On the back of Google’s ‘Attention is All You Need’ Transformers research paper in 2017,
the first wave of ‘modern Al (read: LLMs) focused on text: models such as OpenAl's GPT-3 and Meta’s Llama-1
showed that teaching computers to finish sentences at scale could unlock broad reasoning abilities.
Yet human communication is rarely text-only, and often not even text-first.

5. R, WUATOR RS MO A BT AR B T R L 1L RS f ss,
R, FEFR— ARG - Bl
and peeGoogle . Anthropic 1 xAT % others —

began extending language models to handle additional signals.

ZRGS Al BRUZHEER, CfTRSCR, Bl AR AR =38R, FF DUETX
kg XA R . BB A PAS | H—BSCF I — 1 EE, SAA] DU O Sk E s R & 4
TENNIR. — FEFRYIRARGE, A FIBESHARE ERRDN TSR T & S, AR — s Uit
Tt

SEIXFHEE MR R BE L BRI OpenAl B9 CLIP 1£ 2021 M RANEZACK ; Meta RBEHESSE, 715I7E
2023 FF1 2024 FEH#EH T ImageBind #1 Chameleon ; % 2024-2025 4£, GPT-40. Claude 3 #1 Chameleon %%
I RAC T EELM B, MBS A TRk N & S, T2 RN —Fg AT I
The payoff is practical.
P TREN AT DO AL AR S AU 28, ULl B AT W s imPRIEE AR AT LUK X O RN EN(E5E |,
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Large-Scale Al Multimodal* Model Competition = Large-Scale Al Multimodal* Model Competition =

+1,150% Rise in Models Released Over Two Years, per Epoch Al +1,150% Rise in Models Released Over Two Years, per Epoch Al
Multimodal Models — Large-Scale** Multimodal Models — ZRAER — TR RIMAR ** 2GS0 — LA
Examples Releases

Hello GPT-40 Hello GPT-40
1,150% 1,150%
ing GPT-4o, our new flagship model that can reason across audio, vision, and text in real time. ar 5 o We're announcing GPT-4o, our new flagship model that can reason across audio, vision, and text in real time. ar 5 o
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Large-Scale Al Language Model Competition =

+420% Increase in Models Released Over Two Years, per Epoch Al

Language Models —
Examples

@ OpenAl

deepseek
BREREZIR

FHETE IREVFH App

Large-Scale* Language Models -

Large-Scale Al Language Model Competition =
+420% Increase in Models Released Over Two Years, per Epoch Al

Language Models —

Releases Examples
@ OpenAl
deepseek

+420%

REXREZIR

FHETHE IREVFH App

KRR * 1B S B - G Ah

Caeond>—

+420%
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Large-Scale Al Vision Model Competition = Large-Scale Al Vision Model Competition =

+109% Increase in Models Released Y/Y, per Epoch Al +109% Increase in Models Released Y/Y, per Epoch Al

Large-Scale* Image Models — RIER * EGERY — kAR
Vision Models* — Examples Releases BT AT *— 7]

Llama 3.2: Revolutionizing edge Al and vision with Llama 3.2: Revolutionizing edge Al and vision with
open, customizable models open, customizable models

L, Lightweight

and multimodal
Llama models

and multimodal
Llama models

.+1 09% +109%
Meta Llama 3.2 — 9/24 Meta Llama 3.2 — 9/24 -

ond vidoos beve. Picore 1 is on image from o blog Prckwre 1 i on loge from o blog
BEBERRRR R QRREG cocnne RRARRESRCIINENEDE BEEERRRR R QRREG ccnne RRRRRESRCIINENEDE
QwenlLM Decod QwenlLM Decod
o o i o o [ o OO0 COE e EBEB oo ooooooog OOOCDEE e OO0 COE e EBEB oo ooooooog
icges i Widuos bere ez W"' T e e 1 5 onhinps i s icges i Wduou bere ez W"' T vt Tt Pickre 1 s an imoge from a
( Vision Encoder ) ( Vision Encoder )
T 7 T 7
-':: ‘w:‘ 2; m.E - ':‘:. ‘w:‘ 2; m.E
o 5 ; - I o 5 ; - I
: (T : (T
L BRI RN 3y Qwen2-VL L BRI RN 3y Qwen2-VL
Foe? Foe?

Qwen2-VL - 12/24 Qwen2-VL - 12/24
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Large-Scale Al Speech / Audio Model Competition = RKIEE AT B | BN TEER =+367 B &AM IR A =G

+367% Increase in Models Released Y/Y, per Epoch Al B TEE, SKR¥E: Epoch Al
Speech / Audio Models — BE [ B — TR
Examples Speech / Audio Models — Releases Speech / Audio Models — Releases

VALL-E Family VALL-E Family

Microsoft VALL-E - 1/23 Microsoft VALL-E — 1/23
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Large-Scale Al Video Model Competition =

+120% Increase in Models Released Y/Y, per Epoch Al

Large-Scale Al Video Model Competition =
+120% Increase in Models Released Y/Y, per Epoch Al

Video Models — Examples

Ko
% AmazonNova 3 e

>

58;'?0 Introducing

Amazon Nova Reel — 12/24

According to academic studies, 50% of the human brain is
wired for visual processing. The ability for users to explore
their interest visually and take action on them...
is particularly relevant for Gen Z...
who have been raised on an internet of visual content
across images and video.

- Pinterest CEO Bill Ready (5/25)

Large-Scale* Video Models —
Releases

Video Models — Examples

Ko
% AmazonNova 3 e

>

58;'?0 Introducing

Amazon Nova Reel - 12/24

HAREARTTE, AWH 50% FIZHREMA TALMALE, FF
7T IR R MATB 4B I3 H REATEIRIBEA - X
TE H EGFIAIUEL AR E L R i L SR A Z H AR

- Pinterest CEO Bill Ready (5/25)
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LLM Competition — Website Visits = LLM Competition — Website Visits =

OpenAl ChatGPT Biggest @ 5.1B Site Visits... OpenAl ChatGPT Biggest @ 5.1B Site Visits...

OpenAl ChatGPT Global Website Visits (MM) — 5/24-4/25, per Similarweb OpenAl ChatGPT Global Website Visits (MM) — 5/24-4/25, per Similarweb

- -
/_/ /_/
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...LLM Competition — Website Visits = ...LLM Competition — W5 1)5 A & =DeepSeek #l xAI Grok HJi/j[A]

DeepSeek & xAl Grok Also Rising @ 196-480MM Visits Each mHE EFH, BPMuGEITIREDY 1.96-4.8 {2
DeepSeek, xAl Grok, Perplexity & Anthropic Claude Global Website Visits (MM) — DeepSeek . xAI Grok. Perplexity il Anthropic Claude £EkMuiiiA=E (H5) -
5/24-4/25, per Similarweb 5/24-4/25, #HERPE: Similarweb

xAl Grok rose xAl Grok rose
rapidly as of 3/25 rapidly as of 3/25
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LLM E/\
I/0 R=

5 H 19 HIE AW MAf, 2025 = ™MUXZE Google By E

LLM Competition — Product Releases During Week of May 19, 2025 =
It Wasn't Just Google's Annual 1/0O Conference

Select Al Product Announcements — 5/19/25-5/23/25,
per Google, Microsoft, Anthropic & OpenAl

Gem|n| b Copilot

FEIE AL P~ — 5/19/25-5/23/25, K H Google |
Microsoft . Anthropic 1 OpenAl

Gem|n| b Copilot

» Gemini Live camera & screen sharing

 Project Mariner computer use

» Updated Gemini 2.5 Flash

+ Gemini 2.5 Pro

» Native audio output for 2.5 Flash & Pro
Previews

* Thinking Budgets for Gemini 2.5 Pro

» Deep Think

* Project Astra capabilities

* Geminiin Chrome

* Deep Research improvements

«  Gemini Agent Mode

+ Google Al Pro Subscription

» Google Al Ultra Subscription

» Google Beam

» Google Meet speech translation

+ Personalized Smart Replies

+ Jules

* Imagen 4

* Veo3

* Lyria2

* Flow TV

* Project Moohan

+ Glasses with Android XR

“Try on’ experiment

Agentic checkout

Gemini interactive quizzes

Canvas Create menu

LearnLM integration into Gemini 2.5
SDK support for Model Context Protocol
(MCP) definitions in Gemini API
Gemini Diffusion

SynthID Detector

Conversational tutor prototype
Google Live APl audiovisual input &
native audio out dialogue

Gemma 3n

Al studio enhancements

Android Studio Journeys

Android Studio Version Upgrade Agent
Wear OS 6 Developer Preview
Gemini Code Assist

New Firebase features

Google Al Edge Portal

Google Vids

Enhanced Audio Overviews
Sparkify experiment

Magentic-Ul

Copilot Studio multi-agent orchestration
GitHub Copilot asynchronous functioning
Azure Al Foundry expansion

NLWeb

Model Context Protocol (MCP) integration
Entra Agent ID

SQL Server 2025

Windows Subsystem for Linux Open-
Source

GitHub Copilot Chat Extension

Aurora Al-Powered Weather Forecasting

ANTHROP\C

Claude Opus 4
Claude Sonnet 4

@ OpenAl

Acquisition of io

« Gemini Live &k RFIL=E

« Project Mariner H&A{#

o HHR Gemini 2.5 Flash

* Gemini 2.5 Pro

2.5 Flash #1 Pro 5 % i (9 Ji7 A= & 59 H

+ Gemini 2.5 Pro [ E4EFiE
- RER
« Project Astra Yjg
+ Chrome HJ Gemini
o IRERREHE
« Gemini U
« Google Al Pro 1T
« Google Al Ultra iT
» Google Beam
« Google Meet B EHIF
MEERERIE
ﬁ%/J\Hﬁ
Imagen 4
*+ Veo3
* Lyria2
* Flow TV
+ Project Moohan
« A Android XR fIHRES

“Try on’ experiment

Agentic checkout

Gemini interactive quizzes

Canvas Create menu

LearnLM integration into Gemini 2.5
SDK support for Model Context Protocol
(MCP) definitions in Gemini API
Gemini Diffusion

SynthID Detector

Conversational tutor prototype
Google Live APl audiovisual input &
native audio out dialogue

Gemma 3n

Al studio enhancements

Android Studio Journeys

Android Studio Version Upgrade Agent
Wear OS 6 Developer Preview
Gemini Code Assist

New Firebase features

Google Al Edge Portal

Google Vids

Enhanced Audio Overviews
Sparkify experiment

Magentic-Ul
Copilot Studio ZERVV 55t
GitHub Copilot Tk
Azure Al Foundry §" /&
NLWeb
B | RSCHY (MCP) 85K
Entra fQB ID
SQL Server 2025
JEHTF Linux 1Y Windows F &4t

GitHub Copilot Chat Extension
Aurora AT IRENH KSR

ANTHROP\C

Claude Opus 4
Claude Sonnet 4

@ OpenAl

K io
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To understand where Al model development is headed, it helps to examine how two distinct approaches —
closed-source and open-source — have evolved and diverged.

In the early days of modern machine learning (2012-2018), most models were open-source,
rooted in academic and collaborative traditions.
But as Al systems became more powerful and commercially valuable, and as development shifted from academia to industry,
a parallel movement emerged — around 2019 (when GPT-2 launched with restricted weights), the development of proprietary
(closed-source) models, motivated by proprietary interests, competitive advantage, and safety concerns.

Closed models follow a centralized, capital-intensive arc. These models — like OpenAl’'s GPT-4 or Anthropic’s Claude —
are trained within proprietary systems on massive proprietary datasets, requiring months of compute time and millions in spending.
They often deliver more capable performance and easier usability, and thus are preferred by enterprises and consumers,
and — increasingly — governments. However, the tradeoff is opacity: no access to weights, training data, or fine-tuning methods.

What began as a research frontier became a gated product experience, served via APls, licensed to enterprises,
and defended by legal and commercial firewalls. Now, the Al race is coming full circle.
As LLMs mature — and competition intensifies — we are seeing resurgence of open-source models owing to their lower costs,
growing capabilities, and broader accessibility for developers and enterprises alike.
These are freely available for anyone to use, modify, and build upon, and thus are
generally preferred by early-stage startups, researchers / academics, and independent developers.

Platforms like Hugging Face have made it frictionless to download models like Meta’s Llama or Mistral’s Mixtral,
giving startups, academics, and governments access to frontier-level Al without billion-dollar budgets.
Open-source Al has become the garage lab of the modern tech era: fast, messy, global, and fiercely collaborative.
And China (as of Q2:25) — based on the number of large-scale Al models* released — is leading the open-source race,
with three large-scale models released in 2025 — DeepSeek-R1, Alibaba Qwen-32B and Baidu Ernie 4.5**.

The split has consequences. Open-source is fueling sovereign Al initiatives, local language models, and community-led innovation.

Closed models, meanwhile, are dominating consumer market share and large enterprise adoption.
We’re watching two philosophies unfold in parallel — freedom vs. control, speed vs. safety, openness vs. optimization —
each shaping not just how Al works, but who gets to wield it.

*Large-scale Al models = Models with training compute confirmed to exceed 10?3 floating point operations.
**To be made open-source as of 6/30/25, per Baidu.

BT RN T ERERADT ZRIARRKER, AOEZRENMEIANFRTTIE — AR — 2 ArE e,

In the early days of modern machine learning (2012-2018), most models were open-source,
rooted in academic and collaborative traditions.
But as Al systems became more powerful and commercially valuable, and as development shifted from academia to industry,
a parallel movement emerged — around 2019 (when GPT-2 launched with restricted weights), the development of proprietary
(closed-source) models, motivated by proprietary interests, competitive advantage, and safety concerns.

BABEEE MO, EARBER AT, XLEEA - bl OpenAl B9 GPT-4 3% Anthropic Y Claude - fEE B R4 L, Fl
RARENLTHEIREITIIG, FELHBHHEN R E G ETHISCH, EEE TR A E s AR s Ay aT M, RIsZ
Fk, THZE DA — BOREZ 1) — BURRYE R, 28, HAGHRAE: TRV mIAGE, YRR s 77 1%,

What began as a research frontier became a gated product experience, served via APls, licensed to enterprises,
and defended by legal and commercial firewalls. Now, the Al race is coming full circle.
As LLMs mature — and competition intensifies — we are seeing resurgence of open-source models owing to their lower costs,
growing capabilities, and broader accessibility for developers and enterprises alike.

These are freely available for anyone to use, modify, and build upon, and thus are
generally preferred by early-stage startups, researchers / academics, and independent developers.

Hugging Face T &1L T# Meta BY Llama B Mistral By Mixtral Z B GIEHE RS, oAl T, FEHE
T SETT I P BT AT RIS AT IR /K8 AL, FFR AT ESCNEM B RN EFESG = Pus, JREL. 2Rk A
SEUME, THRE (BE 25 F5E FE) — BT RMARE AT B8 * f8E — TR R ZR PO TIEAL, 2025 4F
KAR T = KREEE — DeepSeek-R1 ., FIEEE Qwen-32B #15 & Ernie 4.5*%,
IXFh RSP EE R FFIEIEAEES EA AL TR, ARG SEAARE X = SH00F, SRR, SR AL S H 2 T8
FRB R, BITEERIRMHEEHITAR — BHSEH. BESZe. RSN — F—/MEENEEE T AT
e, E8E T HEREM A .
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Closed vs. Open-Source Models — Monthly Active Users (MAUS) = B A vs. FFEER] — HiEEkH T (MAU) =YipitData £ & AR A

Closed Models Dominating With Consumers, per YipitData HPRE 5 E S

Estimated Share of Global Monthly Active Users (MAUs) Across Six Leading LLMs — 4/25, ER7SRISE LLM A TSR P (MAU) {5 1HH70%i — YipitData, 4/25
per YipitData
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Closed vs. Open-Source Models — Compute Investment = B A S H R — i+ B35 = 81 Epoch Al, HHAREAE S

Closed Models Higher, per Epoch Al

Training Compute Resources for Open vs. Closed LLMs - 2/18-9/24, per Epoch Al Training Compute Resources for Open vs. Closed LLMs - 2/18-9/24, per Epoch Al
Training compute (FLOP) Training compute (FLOP)
= B Open = B Open
L. . —— Best fit line (open) L. . —— Best fit line (open)
. C'@? -~ M Closed ) C'@? -~ M Closed
@ 28 o 8@ —— Best fit line (closed) @ 28 o 8@ —— Best fit line (closed)
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Closed vs. Open-Source Models — Performance =

Gap Closing...China Rising, per Epoch Al...

A5 IR — ERE = ZiB4a) - PEIEE, RIE

Epoch Al---

Performance on MATH Level 5 Test, Open vs. Closed LLMs by Year Released — 6/23-4/25,

per Epoch Al

MATH 5 ZIRBTERE, @ mEm X7 B S B4 LLM - 6/23-4/25, #R#E Epoch Al

Best MATH Level 5 pass@1 accuracy to date g \on-Downloadable gg Dovnloadable Best MATH Level 5 pass@1 accuracy to date g \on-Downloadable gg Dovnloadable
(Closed) (Open) (Closed) (Open)
100% 100%
[ ] 0103:=mini.@ o3e [ ] 0103:=mini.@ o3e
80% — ol-preview : DeepSeek R1 (1/25) 80% — ol-preview : DeepSeek R1 (1/25)
scored 93% vs. 03- scored 93% vs. 03-
mini’s (1/25) score of mini’s (1/25) score of
. o— 95% . o— 95%
60% — J Quen2.5-728 Phi-4 60% — J Quen2.5-728 Phi-4
GfI_%QLnInI.O.—. | Qwen2.5-32B GfI_@QanI.O.—. | Qwen2.5-32B
GPT-4 Turbo @—— | Llama 3.1-4058 e | el
oF o of —
40% Claude 3 OpUS ] ® Qwen2_728 40% Claude 3 OpUS & e Qwen2_728
i oJ i oJ
e Mistral Large @ WizardLM-2 8x22B Y Mistral Large @ WizardLM-2 8x228
20% 20%
& ® & ®
Llama 2-70B oo DBRX Llama 2-70B oo DBRX
- ® ® DeepSeek LLM 67B o ® ® DeepSeek LLM 67B
© | | | | | | | © | | | | | | |
July 2023 Oct. 2023 Jan. 2024 Apr. 2024 July 2024 Oct. 2024 Jan. 2025 Apr.2025 July 2023 Oct. 2023 Jan. 2024 Apr. 2024 July 2024 Oct. 2024 Jan. 2025 Apr.2025
Release date Release date
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...Closed vs. Open-Source Models — Performance = - B vs. FAIR - TR - MRE = EEE4E/) - REIIER,

Gap Closing...China Rising, per Artificial Analysis RIBALSEDHT
Al Model Performance by Provider — 1/25, per Artificial Analysis FRER BRI B9 AT BB ERE — 1/25, RIEN TR RES T
C.)pen ::Iosed ::Iosed Open Open C.)pen ::Iosed ::Iosed Open Open
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Rising Performance of Open-Source Models Rising Performance of Open-Source Models
+ +
Falling Token Costs Falling Token Costs
Explosion of Usage by Developers Using Al NTEBEH &N G FHEH0E
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Closed-source models — like GPT-4, Claude, or Gemini —
have dominated usage among consumers and large enterprises,
largely because of their early performance advantage, ease of use, and broader awareness.
These models came bundled in clean, productized interfaces and offered reliable outputs with minimal setup.

For enterprises, they promise security and ease-of-use for non-technical employees.
For consumers, they came with name recognition, fast onboarding, and polished UX.
That combination has kept closed models at the center of the Al mainstream.

But performance leadership is no longer a given. Open-source models are closing the gap — faster than many expected —
and doing so at a fraction of the cost to users. Models like Llama 3 and DeepSeek have demonstrated competitive reasoning,
coding, and multilingual abilities, while being fully downloadable, fine-tunable, and deployable on commodity infrastructure.

For developers, that matters. Unlike enterprise buyers or end-users,
developers care less about polish and more about raw capability, customization, and cost efficiency.
And it is developers — more than any other group —
who have historically been the leading edge of Al usage.
The recent trend appears increasingly clear: more developers are gravitating toward low-cost,
high-performance open models, using them to build
apps, agents, and pipelines that once required closed APIs.

Time will tell if that advantage scales beyond the developer ecosystem.

Many open-source tools still lack the brand power, plug-and-play user experience (UX),
and managed services that drive adoption among consumers and large organizations.
But as the cost-performance ratio of open models continues to improve —
and if the infrastructure to support them becomes more turnkey —
those advantages could start to spread beyond the developer community.
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Developer Al Model Activity =

+3.4x Increase in Downloads of Meta Llama in Eight Months

Meta Llama — 8/24-4/25, per Meta Platforms

0OMeta Models & Prod:

Llama 4: Leading intelligence.
Unrivaled speed and efficiency.

The most scalable, and of Liama is here: natively multimodal, mixture-
of-experts modls, advanced reasoning, and industry-leading context windows. Build your greatest ideas
and seamlessly deploy In minutes with Llama AP! and Llama Stack.

Download models > Join the Liama AP Waitlist

| predicted that 2025 was going to be the year that open source
became the largest type of model that people are developing
with, and | think that’s probably going to be the case. That’s
kind of how we're thinking about this overall.

- Meta Platforms CEO Mark Zuckerberg, 5/25

The groundswell of support for Llama has been awesome.
We announced ten weeks ago a billion downloads after the
release of Llama 4. In just ten weeks, that number is now 1.2.
And if you look at Hugging Face (where the downloads are
happening), what’s cool is that most of these are derivatives.
We have thousands of developers contributing.

- Meta Platforms Chief Product Officer Chris Cox, 5/25

Meta Llama Downloads (MM) — 8/24-4/25

HRE Al BATED) =+3.4x J\"™H N Meta Llama Y N80

Meta Llama — 8/24-4/25, #R4#E Meta Platforms

0OMeta Models & Prod:

Llama 4: Leading intelligence.
Unrivaled speed and efficiency.

The most scalable, and of Liama is here: natively multimodal, mixture-
of-experts modls, advanced reasoning, and industry-leading context windows. Build your greatest ideas
and seamlessly deploy In minutes with Llama API and Llama Stack.

Download models > Join the Liama AP Waitlist

I 2025 1 N NTF AR BTSRRI TR — 4,
FANIBEIARTRERL R XA, XL E RNV BB X,

- Meta Platforms CEO Mark Zuckerberg, 5/25
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- Meta Platforms B &= #E Chris Cox, 5/25

Meta Llama & (B )7 ) — 8/24-4/25
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Developer Al Model Activity =

+33x Increase in Al Models on Hugging Face — 11/24 vs. 3/22

Al Models Available from Hugging Face — 3/22-11/24, per Hugging Face

35K

1.16MM

B ~udio computer Vision [l Multimodal Natural Language Processing other [l reinforcement Leamning [l Tabular

derivative model
Llama alone

3/25: 100k

built off Meta

SJ

TF&#E Al BAES) =+33x Hugging Face b AT ALK& 1 —

11/24 vs. 3/22

Al Models Available from Hugging Face — 3/22-11/24, per Hugging Face

35K

1.16MM

B ~udio computer Vision [l Multimodal Natural Language Processing other [l reinforcement Leamning [l Tabular

derivative model
Llama alone

3/25: 100k

built off Meta

SJ
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Al Monetization Threats Al Monetization Threats
Rising Competition Rising Competition
+ +
Open-Source Model Momentum Open-Source Model Momentum
(& China’s Rise) (& China’s Rise)
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As noted on page 8, Meta CTO Andrew Bosworth referred to the current state of Al as
our space race and the people we're discussing, especially China, are highly capable...

In this context, it is important to remember what the stakes of the Space Race were: proving which political system
could innovate faster and win the world’s trust in the process. Coming out on top in the Space Race
played a role in enhancing USA’s strategic deterrence and cementing the primacy of western democratic values.
The Al ‘space race,’ also has the potential to reshape the world order.

China certainly knows these stakes. Back in 2015, ‘Made in China 2025,” a new Chinese government initiative
to shift the country from low-cost to high-value manufacturing in critical industries, seemed decades away.
Fast forward to today, and China has dramatically accelerated its capabilities in these strategic sectors
like robotics, electrification, and ‘information technology’ — best expressed by world-class artificial intelligence.

Chinese Al capabilities now underpin nationally strategic areas such as battlefield logistics, target recognition,
cyber operations, and autonomous decision-making platforms. In 2025, Chinese state media highlighted the
integration of Al into non-combat support functions (e.g., military hospitals), while the
Ministry of Science and Technology reinforced its commitment to ‘indigenous innovation’ in strategic technologies.

The implications of Chinese Al supremacy would be profound.

As OpenAl’'s Sam Altman noted in a July 2024 Washington Post Op-Ed, If [authoritarian regimes] manage to

take the lead on Al, they will force U.S. companies and those of other nations to share user data, leveraging the technology to
develop new ways of spying on their own citizens or creating next-generation cyberweapons to use against other countries.

IEUNEE 8 DA, Meta EFHIRE ZHEE - MUIHIRER LT\ TR RERIISFONERMTHIR =
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...Meanwhile, alongside Al, broader economic trade tensions between the USA and China continue to escalate,
driven by competition for control over strategic technology inputs. China, for now, remains the dominant global supplier
of ‘rare earth elements’ — materials essential to advanced electronics, defense systems, and clean energy infrastructure —
an imbalance that the USA is working hard to counter. Simultaneously, the USA has prioritized the reshoring of semiconductor
manufacturing, supported by the CHIPS and Science Act, and bolstered its partnerships with allied nations
(including Japan, South Korea and the Netherlands) to reduce reliance on Chinese supply chains.

Taiwan continues to play a pivotal role in this dynamic. Despite American invention of core semiconductor technology
like transistors and EUV lithography, it is Taiwan’s TSMC — the world’s most advanced semiconductor foundry —
that drives global semiconductor production and is therefore central to both countries’ strategic calculations.

It has taken a long time for the USA to wake up, but after two decades of inaction,
both political parties are calling loudly for change. While each has taken a different approach (export controls in the
Biden administration, economic nationalism and reshoring in the Trump administration), the move towards
treating cutting-edge technology development as a core part of the national interest is a welcome adjustment.

As Senators John Cornyn and Mark Warner noted in 2020 regarding semiconductors,
America’s innovation in semiconductors undergirds our entire innovation economy...unfortunately,
our complacency has allowed our competitors — including adversaries — to catch up.

However, despite these measures, American intellectual property remains at risk; per OpenAl,
We know PRC (China) based companies — and others — are constantly trying to distill the models of leading
US Al companies...it is critically important that we are working closely with the US government to best
protect the most capable models from efforts by adversaries and competitors to take US technology.

What is clear, however, is that the American tone about Chinese technology has morphed since
the early 2000s enthusiasm around China’s entry into the World Trade Organization (WTO). Al, semiconductors, and
critical minerals, and technology developments in general, are no longer viewed solely as economic or technology assets —
they represent strategic levers of national resilience and geopolitical power, core to both the USA and China.
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Global Public Market Capitalization Leaders — May, 2025 = PIRAHTIGEAR DG E — 2025 = A, 83% (30 KRHHJ 25

83% (25 of 30) USA-Based... X ) EERT] -

Global Public Companies Ranked By Market Capitalization — 5/15/25, per Capital 1Q RER B aalFg T EHES - 5/15/25, tR#E Capital 1Q

Rank Market Cap Rank e
Company HQ Country Sector ($B) YA EEBE % 17k ($B)

1 Microsoft USA Software / Al $3,368B 1 Microsoft USA BE AT $3,368B
2 NVIDIA USA Semis / Al 3,288 2 NVIDIA USA SR /AL 3,288
3 Apple USA Hardware / Al 3,158 3 Apple USA mEfE | AT 3,158
4 Amazon USA Internet / Al 2,178 4 Amazon USA HIM /AT 2,178
5 Alphabet (Google) USA Internet / Al 1,997 5 Alphabet (Google) USA HHRK] / AT 1,997
6 Saudi Aramco Saudi Arabia Energy 1,686 6 Saudi Aramco i EVALE! RETR 1,686
7 Meta Platforms (Facebook) USA Internet / Al 1,619 7 Meta Platforms (Facebook) USA HHEK / AT 1,619
8 Tesla USA Auto / Al 1,104 8 Tesla USA "% [ AT 1,104
9 Broadcom USA Semis / Al 1,094 9 Broadcom USA PG48 /AL 1,094
10 Berkshire Hathaway USA Finance 1,093 10 ARAR - B USA R 1,093
12 Walmart USA Consumer Products 771 12 AL USA Consumer Products 771
13 JP Morgan Chase USA Finance 743 13 JEEAR K IE USA S 743
14 Visa USA Finance 678 14 Visa USA Rl 678
15 Eli Lilly USA Healthcare 658 15 HLRAH USA ERNgN 658
16 Tencent China Software / Al 591 16 Tencent HlE B ) AL 591
17 Mastercard USA Finance 529 17 HHIEFR USA S 529
18 Netflix USA Internet / Al 501 18 Netflix USA LR / AT 501
19 Exxon Mobil USA Energy 468 19 BRuRET USA RETR 468
20 Costco Wholesale USA Consumer Products 448 20 LSIEZS USA Nekzdin 448
21 Oracle USA Hardware / Al 447 21 Oracle USA MHfE ) AT 447
22 Procter & Gamble USA Consumer Products 381 22 Procter & Gamble USA TH 2 381
23 Home Depot USA Consumer Products 376 23 ECES USA EEd 376
24 Johnson & Johnson USA Consumer Products 360 24 SR USA Nekzdin 360
26 Bank of America USA Finance 334 26 FEERAT USA Rl 334
27 ICBC China Finance 330 27 ICBC H oy 330
28 AbbVie USA Healthcare 321 28 AbbVie USA B=I7 R I 321
29 Coca-Cola USA Consumer Products 308 29 Coca-Cola USA HEMIE  roducts 308
30 Palantir USA Software / Al 302 30 Palantir USA Software / Al 302
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...Global Public Market Capitalization Leaders — December, 1995 = - Ik Fi AT H{ESTS#E - December, 1995 =53% (16 of 30)

53% (16 of 30) USA-Based USA-Based

Global Public Companies Ranked By Market Capitalization — 12/31/95, per Bloomberg i ERAEZ 2R EHi AR - 12/31/95, RHES HEE

Rank Market Cap 4 T
Company HQ Country Sector ($B) 73] EEBE % 17k ($B)

1 Nippon Telegraph Japan Telco $128B 1 Nippon Telegraph HA HE $128B
2 General Electric USA Industrials 120 2 EAREA USA Tk 120
3 AT&T USA Telco 103 3 AT&T USA S 103
4 Exxon USA Energy 100 4 Exxon USA RETR 100
5 Coca-Cola USA Consumer Products 94 5 Coca-Cola USA EEdT 94
6 Merck USA Healthcare 81 6 R USA BRyT IR 81
7 Toyota Japan Automotive 79 7 Toyota HA A% 79
8 Roche Switzerland Healthcare 78 8 P K Hiti 1 ERNg 78
9 Altria USA Consumer Products 75 9 LETRT USA TH P 75
10 Industrial Bank of Japan  Japan Finance 71 10 17V rial Bank of Japan ~ HA& Rl 71
11 MUFG Bank Japan Finance 68 11 =ZF HIRERAT H AR SATLy 68
12 Sumimoto Mitsui Japan Finance 66 12 FR=FF HA Sl 66
13 Fuiji Bank Japan Finance 64 13 B LARIT HA Rl 64
14 Dai-lchi Kangyo Bank Japan Finance 61 14 H—MIPERAT HA Sy 61
15 UFJ Bank Japan Finance 59 15 UF] 17 HA Bl 59
16 Novartis Switzerland Healthcare 57 16 Novartis Bt ERNg 57
17 Procter & Gamble USA Consumer Products 57 17 Procter & Gamble USA EE T 57
18 Johnson & Johnson USA Consumer Products 55 18 i USA EEdT 55
19 Microsoft USA Software 52 19 Microsoft USA LS 52
20 Walmart USA Consumer Products 51 20 KR USA ek 51
21 IBM USA Hardware / Software 51 21 IBM USA T ) B 51
22 DirecTV USA Media 49 22 DirecTV USA LR 49
23 Intel USA Hardware 47 23 FRR USA T 47
24 BP United Kingdom  Energy 46 24 BP B4 Kingdom  REJR 46
25 Nestle Switzerland Consumer Products 45 25 Nestle Bt £ JHZ% M er Products 45
26 Mobil USA Energy 44 26 Mobil USA HET 44
27 PepsiCo USA Consumer Products 44 27 PepsiCo USA TH PR 44
28 AIG USA Finance 44 28 AIG USA T 44
29 Shell United Kingdom  Energy 44 29 FEH e £E RETR 44
30 Sakura Bank Japan Finance 43 30 Sakura Bank Japan Finance 43
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Over the past thirty years (1995 to 2025), just six companies remained on the
top 30 most highly valued publicly traded global companies —
Microsoft / Walmart / Exxon Mobil / Procter & Gamble /

Johnson & Johnson / Coca-Cola.

New entrants are NVIDIA / Apple / Amazon / Alphabet (Google) / Saudi Aramco /
Meta Platforms (Facebook) / Tesla / Broadcom / Berkshire Hathaway / TSMC / JP Morgan Chase /
Visa / Eli Lilly / Tencent / Mastercard / Netflix / Costco Wholesale / Oracle / Home Depot / SAP /
Bank of America / ICBC / AbbVie / Palantir.

In 1995, USA had 53% (16 of 30) of the most valuable companies and 83% (25 of 30) in 2025.
Japan came next with 9, now 0.
Switzerland followed with 3, now 0. UK had 2, now 0.

In 2025, new geographic entrants include
China with 2 and Saudi Arabia / Taiwan / Germany with 1 each.

BOND
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Wi N5 BLHE NVIDIA / Apple / Amazon / Alphabet (Google) / Saudi Aramco / Meta Platforms
(Facebook) / Tesla / Broadcom / Berkshire Hathaway / TSMC / JP Morgan Chase / Visa / Eli Lilly /

Tencent / Mastercard / Netflix / Costco Wholesale / Oracle / Home Depot / SAP / Bank of America / ICBC /
AbbVie / Palantir,
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Global Public Technology Market Cap Leaders — May, 2025 = EERAHRHEMGE —2025 =F 5 H, 70% (30 KHHY 21 %)

70% (21 of 30) USA-Based... ST R -

Global Technology Companies Ranked By Market Capitalization — 5/15/25, per Capital 1Q e EHERBI B ERE R Al =5/15/25, ZdEKiE: Capital 1Q

Rank Market Cap 4 TifH
Company HQ Country Sector ($B) YA EEBE % 17k ($B)

1 Microsoft USA Software / Al $3,368B 1 Microsoft USA B )AL $3,368B
2 NVIDIA USA Semis / Al 3,288 2 NVIDIA USA 3K /AL 3,288
3 Apple USA Hardware / Al 3,158 3 Apple USA Tl /AT 3,158
4 Amazon USA Internet / Al 2,178 4 Amazon USA HIGER /AT 2,178
5 Alphabet (Google) USA Internet / Al 1,997 5 Alphabet (Google) USA THRM | AT 1,997
6 Meta Platforms (Facebook) USA Internet / Al 1,619 6 Meta Platforms (Facebook) USA TR/ AT 1,619
7 Tesla USA Auto / Al 1,104 7 LS EDA USA % /AL 1,104
8 Broadcom USA Semis / Al 1,094 8 S USA LB AT 1,094
10 Tencent China Software / Al 591 10 Tencent HIES| B /AT 591
11 Netflix USA Internet / Al 501 11 Netflix USA IR / AT 501
12 Oracle USA Hardware / Al 447 12 Oracle USA fEfE ) Al 447
14 Palantir USA Software / Al 302 14 Palantir USA B/ Al 302
15 ASML Netherlands Semis / Al 300 15 ASML faf = S /AL 300
16 Alibaba China Internet / Al 281 16 FEEE HE HEER /AT 281
17 Salesforce USA Software / Al 279 17 Salesforce USA B/ Al 279
18 T-Mobile USA Telco 273 18 T-Mobile USA s 273
20 Cisco USA Semis / Al 256 20 Cisco USA PR /AL 256
21 IBM USA Hardware / Al 243 21 IBM USA fEfE ) Al 243
22 China Mobile China Telco 241 22 HER D) HhE kol 241
23 Reliance India Telco 216 23 Reliance ERE A 216
24 ServiceNow USA Software / Al 214 24 ServiceNow USA B ) AL 214
25 Intuitive Surgical USA Health Tech 201 25 Intuitive Surgical USA TR 201
26 AT&T USA Telco 197 26 AT&T USA S 197
28 Uber USA Internet / Al 189 28 Uber USA ELIRMR /AT 189
29 AMD USA Semis / Al 186 29 AMD USA SR /AT 186
30 Intuit USA Software / Al 185 30 Intuit USA Software / Al 185
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...Global Public Technology Market Cap Leaders — December, 1995 = - 2R EWR AR TEINTE -1995 =H, 53% (30 K16 ) it

53% (16 of 30) USA-Based

Global Technology Companies Ranked By Market Capitalization — 12/31/95, per Bloomberg %M {EHEZ I 2EREHT/AF] 1995 4E 12 H 31 H, EIERJE: ZiH

Rank Market Cap Rank e
Company HQ Country Sector ($B) YA EEBE % 17k ($B)
1 Nippon Telegraph Japan Telco $128B 1 Nippon Telegraph HA HLiE $128B
2 AT&T USA Telco 103 2 AT&T USA S 103
3 Microsoft USA Software 52 3 Microsoft USA LIGR 52
4 IBM USA Hardware / Software 51 4 IBM USA Wi /i 51
5 Intel USA Hardware 47 5 Intel USA T 47
6 BellSouth USA Telco 43 6 BellSouth USA HfE 43
7 HP USA Hardware 43 7 HP USA T 43
8 GTE USA Telco 42 8 GTE USA g 42
9 BT United Kingdom  Telco 34 9 BT EdEs| it 34
10 Panasonic Japan Hardware 34 10 Panasonic HA T 4 34
11 SingTel Singapore Telco 34 11 SingTel Hrnse fEA 34
12 Motorola USA Hardware 34 12 JEEFER Hi USA T 34
13 Hitachi Japan Hardware 33 13 H A7 HA fE{F 33
14 Verizon USA Telco 29 14 Verizon USA HiE R 29
15 Toshiba Japan Hardware 26 15 #RZ (Toshiba) HA {GdGs 26
16 Peraton USA Software / Hardware 25 16 Peraton USA LG Hardware 25
17 Nynex USA Telco 24 17 Nynex USA R 24
18 Sony Japan Hardware 22 18 Sony HA fE 22
19 Cisco USA Hardware 21 19 Cisco USA T 21
20 Fujitsu Japan Hardware 20 20 Fujitsu HA hE 20
21 PCCW Hong Kong Telco 20 21 PCCW HEK ong S 20
22 NEC Japan Software 19 22 NEC HA L/4GR 19
23 Oracle USA Hardware 18 23 Oracle USA s 18
24 MCI USA Telco 18 24 MCI USA S 18
25 Sharp Japan Hardware 18 25 =i HA fEft: 18
26 TelMex Mexico Telco 17 26 TelMex SBVEE fiiakaliy 17
27 KDDI Japan Telco 17 27 KDDI HA HiE 17
28 US West USA Telco 17 28 ES{ESpii USA S 17
29 Cable & Wireless USA Telco 16 29 Cable & Wireless USA Telco 16
30 Telekom Malaysia Malaysia Telco 16 30 Telekom Malaysia Malaysia Telco 16
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Over the past thirty years (1995 to 2025), just five companies remained on the
top 30 most highly valued publicly traded global technology companies —
Microsoft / Oracle / Cisco / IBM / AT&T.

New entrants are NVIDIA / Apple / Amazon / Alphabet (Google) /
Meta Platforms (Facebook) / Tesla / Broadcom / TSMC / Tencent / Netflix / SAP / Palantir / ASML /
Alibaba / Salesforce / T-Mobile / Samsung / China Mobile / Reliance / ServiceNow /
Intuitive Surgical / Siemens / Uber / AMD / Intuit.

In 1995, USA had 53% (16 of 30) of the most valuable tech companies
and 70% (21 of 30) in 2025.
In 1995, Japan had 30% (9 of 30) of the top tech companies and 0 in 2025.
UK / Singapore / Hong Kong / Mexico / Malaysia had 1, now 0.

In 2025, new geographic entrants include China with 3, Germany with 2, Taiwan with 1,
Netherlands with 1, South Korea with 1 & India with 1.

Note that while Taiwan has only one company on the list — TSMC — the company
produces 80%-90% of the world’s most advanced semiconductors and
62%+ of global semiconductors as of Q2:24, per The Center for Strategic & International Studies &
Counterpoint Research.

It’s stunning how much can change in a generation...
the emergence of internet connectivity was foundational to most of the new adds.
The emergence of Al will have the same type of effect over the next three decades,
but likely faster.

EERN =14 (1995 4% 2025 4F) B, HAARNANIRNE2KE AN
B 30 X _ETiRH% A E 2% —Microsoft / Oracle / Cisco / IBM / AT&T,

WritE 45 NVIDIA / Apple / Amazon / Alphabet (Google) / Meta Platforms (Facebook) / Tesla /
Broadcom / TSMC / Tencent / Netflix / SAP / Palantir / ASML / Alibaba / Salesforce / T-Mobile / Samsung /
China Mobile / Reliance / ServiceNow / Intuitive Surgical / Siemens / Uber / AMD / Intuit.

1995 4, EEHIA 53% (30 K 16 %) &AMMENEHIAF, 2025 2 70%
(30 XM 21 K) o 1995 4F, HAHAE 30% (30 RHHI 9 R) WIMERHL AT, i
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USA vs. China in Technology = USA vs. China in Technology =
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Al Large Language Model (LLM) Leadership = AT RENESHEA (LM ) SiSiifz = 32 EF1 A E ek i 5L it

USA & China Outpacing Rest of World (RoW), per Epoch Al X (RoW) , #@EK{#: Epoch Al

Cumulative Large-Scale Al Systems by Country* — 2017-2024, TEEZ | XX By BRI AT RSt * — 2017-2024, HHERIR:
per Epoch Al Epoch Al

United States United States
China China

; United Kingdom ; United Kingdom

France /, France

_ Canada __ Canada

— Germany — Germany
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China Al = Rapid Relevance...

DeepSeek R1 — 1/20/25...

F[E Al = Rapid Relevance--
DeepSeek R1 -1/20/25---

,....' Reuters World v il v Mark v ility v Legal v  Breakingvit v Technology Vv More Vv ,....' Reuters World v il v Mark v ility v Legal v  Breakingvit v Technology Vv More Vv
DeepSeek narrows China-US Al gap to DeepSeek narrows China-US Al gap to
three months, 01.Al founder Lee Kai-fu , three months, 01.Al founder Lee Kai-fu o o \
— We believe that as the economy develops, — BTN, BEELTHILRE, FEMNZ
Y China should gradually become a contributor Y BN TRENY, TSRS EEN A, 1B
B L4 kKo W (o) (= instead of freeriding. In the past 30+ years of B L4 kKo W (o) (s "y N
March 25, 2025 12:08 AM PDT - Updated 20 hours ago ‘ E ‘ ‘ E ‘ ‘ 5 ‘ the IT WaVG, we bas’ca”y dldnlt pal"l‘ICIpate In March 25, 2025 12:08 AM PDT - Updated 20 hours ago ‘ E ‘ ‘ E ‘ ‘ 5 ‘ fa@ 30+ )—Lﬁ‘:‘EE’\J \IT 7&]%5 EP s ﬁ{g%fi
real technological innovation. We’re used to BASEHAENEALH., BNSEIRT
Moore’s Law falling out of the sky, lying at BIREENRTME, X% 18 MH, HiF
home walting 16 months for bettor hardware FORE Ak ARt T, LR BRI AE
and sortware 1o emerge. atrs now ine N
. . g Z‘E’(Xﬂ»ﬁ E/\J ......
Scaling Law is being treated...
What we see is that Chinese Al can’t be in the BMERE, PEALTETREKITLK
position of following forever. We often say that FIERERGHIA . BAISEHE A T G52
there is a gap of one or two years between
. . Sl . 3 £ =)
Chinese Al and the United States, but the real S FIFFAE— P22, (AELERER 2
gap is the difference between originality and QIS5 HEMA 2 E N EF, WRXMIFERFKE,
. Imltatlon. If this doesn’t change, HE AT R — Bk R, —Leff
China will always be only a follower — so some - e f
exploration is inescapable. ENSRALIE AR
The Deepseek logo is seen in this illustration taken Jan. 27, 2025. REUTERS/Dado Ruvic/Illustration/File Photo Purchase Licensing ; The Deepseek logo is seen in this illustration taken Jan. 27, 2025. REUTERS/Dado Ruvic/Illustration/File Photo Purchase Licensing .
Rohis (3 - DeepSeek CEO Liang Wenfang, 11/24 Ronts (7 - DeepSeek CEO Liang Wenfang, 11/24
BEIJING/HONG KONG, March 25 (Reuters) - China has narrowed the Al development gap with the United BEIJING/HONG KONG, March 25 (Reuters) - China has narrowed the Al development gap with the United
States to just three months in some areas, because firms such as DeepSeek have worked out how to use States to just three months in some areas, because firms such as DeepSeek have worked out how to use
chips and apply algorithms more efficiently, the CEO of Chinese startup 01.Al Lee Kai-fu said. chips and apply algorithms more efficiently, the CEO of Chinese startup 01.Al Lee Kai-fu said.
Lee, a prominent figure in the global artificial intelligence space and a former head of Google China, told Lee, a prominent figure in the global artificial intelligence space and a former head of Google China, told
Reuters that startup DeepSeek revealed that China had pulled ahead in areas such as infrastructure Reuters that startup DeepSeek revealed that China had pulled ahead in areas such as infrastructure
software engineering software engineering
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...China Al = Rapid Relevance...

Alibaba Qwen 2.5-Max — 1/29/25...

...China Al = Rapid Relevance...
Alibaba Qwen 2.5-Max — 1/29/25....

Mashable
Meet Alibaba's Qwen 2.5, an Al model claiming to
beat both DeepSeek and OpenAl's ChatGPT

Mashable N
Wed, January 29, 2025 at 91 AMPST - 1min read =

Photo lllustration by Thomas Fuller/SOPA Images/LightRocket via Getty Images

Alibaba, the Chinese tech giant, released a new version of its Al model and

made big claims — notably that it outperforms OpenAl's ChatGPT and the newly

ascending DeepSeek.

Qwen2.5-Max outperforms DeepSeek V3 in
benchmarks such as Arena-Hard, LiveBench,
LiveCodeBench, and GPQA-Diamond, while
also demonstrating competitive results in other
assessments, including MMLU-Pro.

Our base models have demonstrated
significant advantages across most
benchmarks, and we are optimistic that
advancements in post-training techniques will
elevate the next version of
Qwen2.5-Max to new heights.

The scaling of data and model size not only
showcases advancements in model
intelligence but also reflects our unwavering
commitment to pioneering research. We are
dedicated to enhancing the thinking and
reasoning capabilities of large language
models through the innovative application of
scaled reinforcement learning.

- Alibaba Qwen 2.5 Press Release, 1/25

Mashable
Meet Alibaba's Qwen 2.5, an Al model claiming to
beat both DeepSeek and OpenAl's ChatGPT

Mashable
iay  §
Wed, January 29,2025 at 911 AMPST - 1minread

Photo lllustration by Thomas Fuller/SOPA Images/LightRocket via Getty Images

Alibaba, the Chinese tech giant, released a new version of its Al model and

made big claims — notably that it outperforms OpenAl's ChatGPT and the newly

ascending DeepSeek.

Qwen2.5-Max 7E Arena-Hard . LiveBench .
LiveCodeBench #1 GPQA-Diamond MDA A I
T DeepSeek V3, [FN7EELHE MMLU-Pro {ERIHIH
SR R SRS R E S WALt DESE

FRATTAY BRI AL TE R 2 B N T
P EERSS, BRI, EIGHEAR
A R R — AR BT Qwen2.5-Max $&7+
FIHr A

BRI RA R TR
BRERTED, s 7 BN THATERTTTRY
W AR, BANEO) TIEd R Lo >
R BT I FH R B 5 R P T 5 AR Y R AT 4
FilgE

- Alibaba Qwen 2.5 Press Release, 1/25
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...China Al = Rapid Relevance...

Baidu Ernie 4.5 Turbo — 4/25/25

...China Al = Rapid Relevance...
Baidu Ernie 4.5 Turbo — 4/25/25

Baidu launches new Al model amid
mounting competition

By Reuters

(0 [aa] (<)

April 24, 2025 9:05 PM PDT - Updated 12 days ago

People walk near a Baidu logo at the company headquarters in Beijing, China April 23, 2021. REUTERS/Florence Lo/File Photo Purchase

Licensing Rights [9

BEUING, April 25 (Reuters) - Chinese search engine giant Baidu (9888.HK) (7 launched its latest artificial
intelligence model, Ernie 4.5 Turbo, on Friday, as it ramps up Al product offerings amid mounting
competition in the Chinese Al market.

It also launched its new reasoning model Ernie X1 Turbo.

ERNIE 4.5 Turbo is the newest member of the
flagship ERNIE foundation model family.
Imagine an Al that's not just smart, but also
affordable and versatile. Here's why it's turning
heads:

- Multimodal Prowess: It excels in handling
text, images, and even videos, making it a
Swiss Army knife for developers.

- Cost-Effectiveness: Priced at just RMB 0.8
per million tokens for input and RMB 3.2 for
output, it's 80% cheaper than its predecessor —
and a fraction of the cost of leading
competitors. It costs only 40% of DeepSeek V3
and just 0.2% of GPT-4.5.

- High Performance: Benchmark tests show it

matches GPT-4.1 and outperforms GPT-40 in

most multimodal tasks — delivering high-impact
results with every run.

- Baidu Post on X, 4/24/25

Baidu launches new Al model amid
mounting competition

By Reuters : =
LIS

April 24, 2025 9:05 PM PDT - Updated 12 days ago

People walk near a Baidu logo at the company headguarters in Beijing, China April 23, 2021. REUTERS/Florence Lo/File Photo Purchase

Licensing Rights [9

BEUING, April 25 (Reuters) - Chinese search engine giant Baidu (9888.HK) (% launched its latest artificial
intelligence model, Ernie 4.5 Turbo, on Friday, as it ramps up Al product offerings amid mounting

competition in the Chinese Al market.

It also launched its new reasoning model Ernie X1 Turbo.

ERNIE 4.5 Turbo /2l ERNIE Efiifs
RIZSIPR BT R, R —, — DA
B, T AT SEEE L RE 2K AL X2 e
FIANEHRERA:

- ZRSRES EEREHESOR, B, &
A, EHASON TR GG ZE T,

- AR G . MO EE T t
okens AR 0.8 ¢, HHMME N ANEM 3.2
gC, HEHRTEEE 80%—, AT HE=ZSNTF
AR —/ NGB 5. ERIARICHN DeepSeek
V3 1 40%, 1H GPT-4.5 1 0.2%,

- mtERE: FREMNIARY, BERZHEH
SEFHE GPT-4.1 MHIEES, FHHMLT
GPT-40 — BRI THRESE Bz I F R EE R

- FUEAE X BRI, 2025 4E 4 H 24
H
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China Al = China Al =LLM MEEEEEEEERE!, RIFLTESE HAI---

LLM Performance Catching Up to USA Models, per Stanford HAI...

Performance of Top-Scoring USA vs. Chinese Al Model LMSYS Chatbot Arena 1§77 & mRYEE S HE AT BERIAHREELEL -
on LMSYS Chatbot Arena — 1/24-2/25, per Stanford HAI & LMSYS 1/24-2/25, RIFHTIHLE HAT A1 LMSYS
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...China Al =

...China Al =

LLMs Achieving Performance with Lower Training Costs, per Epoch Al...

LLM Training Cost by Year Released — 2022-2024, per Epoch Al & NBC News

LLMs Achieving Performance with Lower Training Costs, per Epoch Al...

LLM Training Cost by Year Released — 2022-2024, per Epoch Al & NBC News

Training cost Training cost
$40M $40M
\ GPT-4 \ GPT-4
30M 30M
20M 20M
DeepSeek-V3 DeepSeek-V3
10M \/ 10m \/
0 WBe WPe° L 99 - ¥ B B @ 0 Be WOe L & EREL | ) = @
Year released Year released
2022 2023 2024 2025 2022 2023 2024 2025
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...China Al =

LLMs Increasingly Powered by Local Semiconductors...

-+ CAE Al =LLM RIS St F A th 4 S A IRE -

Huawei delivers advanced Al chip ‘cluster’ to
Chinese clients cut off from Nvidia

CloudMatrix 384 sent to data centres serving Chinese tech companies as they seek to fill
gap created by US export controls

Huawei is accelerating its chip development to help Chinese tech companies compete with global peers © Tobias
Schwarz/AFP/Getty Images

Zijing Wu in Hong Kong and Eleanor Olcott in Beijing

Published APR 29 2025 [ 60 6

Huawei has started the delivery of its
advanced artificial intelligence chip ‘cluster’ to
Chinese clients who are increasing orders after

being cut off from Nvidia’s semiconductors
because of Washington’s export restrictions...

- Financial Times, 4/29/25

Huawei delivers advanced Al chip ‘cluster’ to
Chinese clients cut off from Nvidia

CloudMatrix 384 sent to data centres serving Chinese tech companies as they seek to fill
gap created by US export controls

Huawei is accelerating its chip development to help Chinese tech companies compete with global peers © Tobias
Schwarz/AFP/Getty Images

Zijing Wu in Hong Kong and Eleanor Olcott in Beijing

Published APR 29 2025 [ 60 6

ERHETHAR T A A T BB H
St A TRHERRTY th BRI 5 SR 5
RMTHCRIT, TR -

- SRR, 2544 H 29 H
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...China Al =

Industrial Robot Installed Base Higher vs. Rest of World...

Number of Industrial Robots Installed (China vs. Rest of World) (K) — 2023, per IFR Number of Industrial Robots Installed (China vs. Rest of World) (K) — 2023, per IFR
300 300
276, China 276, China
"'é 250 "'é 250
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L L
E 150 — E 150 —
e e
© ©
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...China Al = ...China Al =

Industrial Robot Installed Base Higher vs. Rest of World Industrial Robot Installed Base Higher vs. Rest of World
Number of Industrial Robots Installed (China vs. Rest of World) (K) — 2014-2023, Number of Industrial Robots Installed (China vs. Rest of World) (K) — 2014-2023,
per IFR per IFR
China China
USA USA
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Robots — Industrial & Humanoid = Hles N\ — T AT ATEALES A = DUHTHY

Creating New Data @ New Scale RGN BT 2

Images of Industrial & Humanoid Robots, per The Wall Street Journal Images of Industrial & Humanoid Robots, per The Wall Street Journal
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China Consumer Al Usage = HETESEE N TR =

DeepSeek Rose Quickly DeepSeek Rose Quickly
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To understand how the generative Al market is evolving, it helps to examine the divergence in provider usage across
regions, channels, and user preferences. At a global level, OpenAl’s ChatGPT remains the clear leader in both
desktop and mobile user share. But underneath the surface, the market is shifting.

Platforms like Anthropic’s Claude are gaining momentum, and Google’s Gemini continues to grow.
xAl's Grok posted a staggering +294% increase in global website visits month-over-month
according to Similarweb — making it the fastest-growing Al assistant during the 2/25-3/25 window.

Geography is also playing an increasingly central role in shaping which models win. ChatGPT dominates in
most countries — excluding Russia and China, where ChatGPT cannot operate and DeepSeek is strong.

China users are turning to local models at scale. According to Roland Berger Consulting, the top 10 Al apps by monthly
active users in China are domestically developed...DeepSeek, Kimi, Nami Al, and ERNIE Bot are each racking up tens of
millions of users. The story is different outside China, where ChatGPT leads by a wide margin.

The bifurcation is clear: domestic champions are emerging in China, while global platforms dominate elsewhere.
This reflects differences in regulation, language, cultural alignment, and platform reach.

It's foundational to remember how China has restricted platform access in its country.
Facebook, Twitter, Google and YouTube have been unavailable to Chinese citizens since 2010 or earlier.
Other restricted platforms include the likes of Instagram, WhatsApp, Wikipedia, Telegram and Spotify,
and more recently, the likes of ChatGPT, Google Gemini, Anthropic Claude, Meta Al and Microsoft Copilot.

Sentiment is varied too. According to Stanford HAI and Ipsos, China citizens are materially more optimistic
about Al's net benefits than their USA counterparts. 83% of Chinese respondents in 2024 said Al products and
services have more benefits than drawbacks — up from 78% in 2022.

In contrast, only 39% of USA respondents shared that view, with little change over the two-year period.

It also reflects a deeper philosophical divide in how societies are adapting to Al: not just who builds it,
but how it's perceived and embraced. In this environment, platform choice isn’t just about price or performance.
It may be increasingly shaped by national identity.

NTRAERSA AN TR T L ER, ASEZEARMK, REMNAPREFPRERERABINER. E2KE
ElA, OpenAl By ChatGPT AR EEMBEMAF T A EISZXIRMINTE, BEREL T, THEELXEZK,
Anthropic #Y Claude FF B IEERFAREE K, MAI]EY Gemini MALIERK, RHE Similarweb BYEHE, XAl RY
Grok HYEERMEL 5 A EIA L T IR +294% —— (EHRON 2/25-3/25 & DS KR PRAT N TR REBI T~

HbIER A YB YE MR LAY i H 7 T R 1R R M EE AR, ChatGPT fE R HEZR | HiX (518 T SHf: —— M2 B0
HERRSP, ChatGPT JLIATEIXLEEZK [ HIXIZE, 1M DeepSeek NIFRIAGEZE,

FRE P IEAE KRS L A AR, RIS = VIS AFIEdE, TEAHEERBF &R0 10 RATEENAY
AERFAL - DeepSeek . Kimi. NamiAl # ERNIE Bot 8 AN FAEERRRT LA, W ELSMITENIAFE,
ChatGPT PAELREH WU, XM AEFE AT ENBESLIEfEPEYEERE, mmaik-ra N e A X SE = S/ih, XKk
BT TES. UGN ZE R,

BENEREIRFEFRENARFIEEANTFEEIAR. B 2010 FaERLOK, FENARKICEEH Facebook .
Twitter . Google 1 YouTube, HAth=ZFRHIHF & 45 Instagram . WhatsApp . Wikipedia . Telegram
Spotify, PANEIER ChatGPT . Google Gemini. Anthropic Claude. Meta AI #1 Microsoft Copilot,

TR AR, RIEIHHME HAD M B RUE, PEARN ATERFR@RNEERES T
MNEEERIT. 2024 %, 83% WFERIFERT, ATEREFmAIRSIIRAR TG — &1 2022 FHY
78%, MEEZT, A 39% WISEEZVIERA RIFERILR, WEMIR LA 2,

XA SR T A S AEIE N TR RETT H ER BRI 2o AMOBHERE Te, MERINAERFNERE
B, FEXMIFET, FEEFEMMUXENEEERERNIR, & AT RESEREAZ 2| BRI R HIR,

B()ND China Consumer Al Usage = DeepSeek Rose Quickly 292

BOND HIE P AT I = DeepSeek Rose SRS 292



LLM User Share — Desktop Users = LLM User Share - Desktop Users =OpenAl ChatGPT {5t RHE

OpenAl ChatGPT Leads...DeepSeek Rose Quickly, per YipitData... YipitData , DeepSeek diEIE}C

Estimated Global Monthly Active Desktop User Share — 2/24-4/25, per YipitData Estimated Global Monthly Active Desktop User Share — 2/24-4/25, per YipitData

-1,504 bps -1,504 bps

| |
ﬁ ?
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...LLM User Share — Mobile App Users = --LLM B 92%0 - #3/1W H FH ' =0penAl ChatGPT %14¢ -+ #R#& Sensor

OpenAl ChatGPT Leads...DeepSeek Rose Quickly, per Sensor Tower... Tower, DeepSeek HIRIEELT -
LLMs — Global Monthly Active Mobile App User Share — 2/24-4/25, per Sensor Tower LLMs — Global Monthly Active Mobile App User Share — 2/24-4/25, per Sensor Tower
1617 bps> 1,617 bps™>

+837 bps +837 bps
+469 bps +469 bps
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...LLM User Share — Mobile App Downloads + Users = LLM BP0 8 - BN H FEE + FHF =ChatGPT 3&3h%%

ChatGPT Supporting Strong Momentum... KA -
Global Statistics on Apple App Store + Google Play Store — 2/25-4/25, per Sensor Tower Global Statistics on Apple App Store + Google Play Store — 2/25-4/25, per Sensor Tower
Downloads (MM) MAUs (MM) NE(BAR) MAUs (MM)
2/25 3/25 4/25 2/25 3/25 4/25 2/25 3/25 4/25 2/25 3/25 4/25
ChatGPT 56MM  80MM 124MM 378MM 432MM 530MM ChatGPT 56MM  80MM 1.2412 3.781Z 432MM 530MM
DeepSeek 34 20 18 43 48 55 DeepSeek 34 20 18 43 48 55
LLM Grok 4 14 16 3 16 31 LLM Grok 4 14 16 3 16 31
Apps Gemini* 16 17 15 20 21 21 Apps Gemini* 16 17 15 20 21 21
Perplexity 3 4 4 10 12 14 Perplexity 3 4 4 10 12 14
Claude 1 1 1 3 4 3 Claude 1 1 1 3 4 3
YouTube 13 10 9 2,799 2,805 2,809 YouTube 13 10 9 2,799 2,805 2,809
¢ oy y 1 ﬁ 9
Traditional ¢, ) le Chrome 9 9 7 2369 2380 2,387 feih Google Chrome 9 9 7 2369 2380 2,387
Apps Apps
Facebook 46 47 45 2,104 2,110 2,103 Facebook 46 47 45 2,104 2,110 2,103
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...LLM User Share — Query Volume = ...LLM User Share — &ifj#& =OpenAl

OpenAl ChatGPT Leads, per Google ChatGPT &i%t, R#E Google

LLMs — Global Daily Query Volume (MM) — 3/28/25, per Google LLMs - 2 KBHEME (A5 ) -3/28/25, R Google
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China Al Users = China Al Users =

Using Local Al Platforms, per Roland Berger Consulting Using Local Al Platforms, per Roland Berger Consulting

Al Platforms — Monthly Active Users (MM), China vs. Global — 3/25, Al & - AP () , HE vs. 2K - 3/25, ##E Roland Berger
per Roland Berger Consulting Consulting
HQ HQ HQ HQ
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Al Benefits vs. Drawbacks — China vs. USA Citizens = Al 2405 8m — PES EE AR = FEN 7205 v SR

China Materially More Optimistic Regarding Benefits

‘Products & Services Using Al Have More Benefits than Drawbacks’ — 2022-2024, ‘Products & Services Using Al Have More Benefits than Drawbacks’ — 2022-2024,
per Stanford HAI & Ipsos per Stanford HAI & Ipsos
100% 100%

China China

*:f m2022 m2024 *:f m2022 m2024
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For the most part, we have focused on Al momentum and monetization of desktop / mobile software...
Al momentum and monetization in our physical world is, in some respects, even more head-turning.
We are entering an era where intelligence is not just embedded in digital applications,
but also in vehicles, machines, and defense systems.

Beyond the rise of digital agents, the world is increasingly experiencing the rise of physical agents.

Self-driving fleets like Waymo’s and Tesla’s Full Self-Driving (FSD) beta are no longer science projects
confined to test tracks — they’re revenue-generating deployments, logging millions of driverless miles
with increasingly autonomous software loops. The stack beneath them is getting smatrter,
and the data is more vast and richer. Applied Intuition, for example, is building simulation platforms
and software-defined vehicle systems that abstract autonomy away from hardware —
so manufacturers can ship intelligence as easily as parts. Per Uber CEO Dara Khosrowshahi,
Fast forward 15, 20 years, | think that the autonomous driver is going to be a better driver
than the human driver. They will have trained on lifetimes of driving that no person can,
they’re not going to be distracted.

We are seeing the early architecture of Al-native infrastructure for the physical world.
In defense, companies like Anduril are redefining what defense looks like —
shipping autonomous drones and counter-intrusion systems with Al in every edge node, not just the
command center. In agriculture, companies like Carbon Robotics are
putting Al into the dirt — using computer vision to eliminate weeds without herbicides.

We believe that these are examples of a broader shift: a world where Al turns capital assets into
software endpoints. Intelligence, once confined to screens and dashboards, becomes kinetic.

ARARZEEL, B—EBEZETATERNELUKRER / BohBHFRISHE - FERAMRREE L, A
TEBAERNYFE IS PRSI E M EEEMSIAEH, BATEERA— DAL T

NP, i EICEAE R, ALasMBIE R SRR,
PR 7 B RER G 2 A8, 5 H iR 5 2| P BB R 4k,

% Waymo #1 Tesla 1 Full Self-driving ZEBA -Driving (FSD) beta RHE/2 /SR TN HIE 1R I
H —— eI/ A RARNEE, @il B EREIENCRE S R BT N B EE, BT
IR RIS BOR B RE, IR EMEARFFEE, Hla0, Applied Intuition IETEAJEBIE SR
ENXERRSGE, KB EEMNEEFPRR R —— FHHDE R ] DAGs i S — s e 6e,
H#E Uber BEE#ITE Dara Khosrowshahi BBk, Mt 15, 20 4, FRINHEHINE B LA
BU G EG, TR N —E# iR BB, AT =00,

BATEEE DS AT A A E A A2, fEERUE, % Anduril IXAERYAH]
IEEEHTE XERRES - £ R (MAMUG2REEFL) A, #REid AT SRz e £ A
MR AR RS, TELATIR, 1% Carbon Robotics IXFERIARIIELER ALl M T 138 — #FHIHE
MU RIE R AR, T E R BRE,

BATNNIXEARZ T2 ARG — D AR BEARG T FAA IR i s BT TS, B RIRT R m AR
WRHVERE, [EERSHEADIRE,
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YRR AT - EEESHENAZE (Tesla) =~100 TE=T="HWNEEHI)
~100x Increase in Fully Self-Driven Miles Over Thirty-Three Months 2 AR x 5

Physical World Al — Vertically-Integrated Electric Vehicles (Tesla) =

Tesla Vertically-Integrated Electric Vehicles Tesla TEHE S HENTRE

Tesla Cumulative Fully Self-Driven Miles (MM) - Fefhr 212 HAV B W EE (MM) —-6/22-3/25, R4ERHT
6/22-3/25, per Tesla A
O O
/ /
/ /
/ /
/ /
/ /
For full self-driving, we've released version 12, which is a ;5 NTFREHGNER, BIMERTRA 12, 5ZRIHRA ;5
complete architectural rewrite compared to prior versions. L, X B AR ES, X IR A T2
This is end-to-end artificial intelligence... / /
/ /
...And it really is...quite a profound difference... /7 e GER=EsL7: SUEEERRE BE—ANEERZNES - /
...So, this is the first time Al is being used, not just for object P /d e fRDA, IXBANTEREE AR A, NMYUH TR, & P ’d
perception, but for path planning and vehicle controls. We P T BRI Rz, BRATH M2 T P
replaced 330,000 lines of C++ code with neural nets. It's P 7/ 330.000 17 Crs 18R, XEMR T ARE, iDL /N30 . 7
really quite remarkable. So, as a side note, | think Tesla is - ’\\ T A ) B A b Aok 52 - BN ’
probably the most probably the most efficient = 0=1 \%U\jji’ﬁﬁﬂmﬁbmﬁﬁtki AR RS I Al r = 0=
company in the world for Al inference. Out of necessity. BT
- Tesla CEO Elon Musk, 1/24 - Kifrhz CEO #:F% - Biifrze, 1/24
301 BOND AT & Bt FANE = Bk + BRI 301
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Physical World Al — Fully-Autonomous Vehicles (Waymo) =

0% to 27% Share of San Francisco Rideshares Over Twenty Months, per YipitData

Waymo Fully-Autonomous Vehicles

.y
_ _—5
e

[We are creating] an end-to-end, very, very robust, and
large end-to-end system that’s multi-modal in its foundation
so that perception planning and prediction...
can become even more robust than it is today.

- Waymo Co-CEO Tekedra Mawakana, 1/25

What we've done in San Francisco is prove to ourselves —
and to the world — that not only does autonomy work,
but it works at scale in a market and can
be a viable commercial product.

- Waymo Co-CEO Dmitri Dolgov, 3/25

Estimated Market Share (Gross Bookings) — 8/23-4/25,
San Francisco Operating Zone, per YipitData

Waymo 4 Hal 554

-
_ _—5
e

[BATEECTE A | w2, AERAEFERRE AR
IMPH AL, RARERLER ERESHEAR, DUERZMI
AOFRON -+ REWS 15 ELAS R B INAS

- Waymo A& E R HUTE Tekedra Mawakana, 1/25

BMNEBS LB EFERRINE AT —— HHEHST
WERH T —— BHEACER, i AT AETT 7 ERIIE1T,
F BT LA A AT HY R o

- Waymo Co-CEO Dmitri Dolgov, 3/25

i (BiTE) -8/23-4/25, H
YipitData

YIFH R Al — 2 H3B RS %E (Waymo) =fR#E YipitData, #£ 20 ™AW LH#EIH
FIUMAI =T 2R 0% 2 27%
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Physical World Al —Vehicle Intelligence (Applied Intuition) = YIRS AT — ZEE 8E (Applied Intuition) = ARG T17%. *&F

. . . . N A Y e Y
Serving Automotive, Trucking, Construction & Defense o, ZEIFE R
Applied Intuition Vehicle Intelligence Applied Intuition ZEHHEHE
Applied Intuition Top Global Auto OEMs Served — Applied Intuition RZ5 AT 2BKITE OEM -
2016-2024, per Applied Intuition* 2016-2024, #HdEFRH: Applied Intuition*
20 20
18
N\ Applied 1gt:.llt|on
Within the last few years, we've seen massive advances in EREILES, BMNERT ALEENEREY, XE
artificial intelligence that will have groundbreaking impacts on . % Applied Intuition RS HIATALF= 4 SERERIREN, AT .
the industries that Applied Intuition serves. QOur role as a o e A 2 25 AT b L T A L HEGATE 1 1
leader in the ecosystem is to bring the best of what Silicon {fj] i’“‘%’ﬁy S HI A ERRHE B R R AR P 2 3T
Valley has to offer to our global customer base. IR,
- Applied Intuition Co-Founder & CEO Qasar Younis, 3/24 - Applied Intuition Bk & 46 A EJEHUTE Qasar Younis, 3/24
We've seen accelerating adoption of our Al-powered tools, 5 FNELEER, WEEFRRBRZEHIER B RN 0
autonomy software, and vehicle operating system as 0 WIERR. AN TSR T A, B LR e 0
traditional OEMs are seeing strong ROI. The Defense sector 2016 2024 \ o o o S 2016 2024
is also looking for vehicle intelligence solutions. We've RGIEENEN FH, ER5E e FE IR RE R IR T 2o
provided our off-road autonomy stack for defense for several * Applied Intuition serves a broad base of customers in ZAEK, BAT—ENERHT R H0RE B EHER, JFEN R * Applied Intuition ARl EUERAY 2% F RHE#
years, and have expanded our defense tech product portfolio . . . " 2 o A )
significantly over the past year. different verticals, such as Porsche / Toyota (auto), —HHRIES 1 AR E BT M E M%5, BlanfRIGE / FH (5%) . Traton/ A8 (F
Traton / Isuzu (trucking), Caterpillar (construction) and k) | R (GRS RIS EEEERT (E5)
™ A~ S ) M > s o
- Applied Intuition Co-Founder & CTO Peter Ludwig, 5/25 several US military branches (defense). - Applied Intuition B4 G146 A AR Peter Ludwig, 5/25 N - B
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Physical World Al — USA Defense (Anduril) = Pt 5 AT — USA Defense (Anduril) =+2x i

+2x Y/Y Revenue Growth for Last Two Years RNER[F] EEIG R

Anduril Al-Enabled Autonomous USA Defense Systems Anduril AT ¥ H F USA PitH RSt
Anduril Estimated Revenue ($MM) — | Anduril #iitN (BH3ET) -
F2020-F2024, per News Reports F2020-F2024, tR4EHTEIHRIE
/ /
/ /
/ /
/ /
/ /
/ /
At Anduril, we firmly believe that today’s most pressing / E Anduril, &ATRME, WREZEAR Al ZIFHAGKM /
national security challenges cannot be solved without Al- C5 MWE B T, BT SEMER Y AR R EFZLP R, XLt d
enabled systems and autonomy at scale. These systems will o N R PN Ny s
help to keep our service members safe and empower them to / %:ﬁhﬁﬂb Ty ﬁflj?zﬁj\ﬁi’ IHEARATIREDS (EILA B /
make better decisions at the speed of modern warfare... / / BOSRE T BATHURR - / /
...When developed and deployed properly, [Al and / IR FAFIEIRY, (Al fnEH ERS ] A DA ES /
autonomous systems] can make warfare more proportional, ,O Fb DA AT 2R B HI Y . SR B /DS 2k T 2 ,O
more precise, and less indiscriminate than it s - ‘ s
has ever been before. - plog - -
e e
- Anduril Co-Founder & CEO Brian Schimpf, 12/23 - Anduril B¢A& 6146 A3 CEO Brian Schimpf, 12/23
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Physical World Al = Al-Driven Mining Exploration (KoBold Metals) = YIS AL = AT HRA BIiK (KoBold Metals) = fHEBIRRCRK FAY

[} [} ] [} ] :h
Reversing Trend in Exploration Inefficiency =k
KoBold Metals Al-Driven Mining Exploration KoBold Metals AT IX&hHRH HIR
Mineral Deposit Discoveries per $B of Exploration | Mineral Deposit Discoveries per $B of Exploration
Spend - 1975-2023, per KoBold Metals Spend - 1975-2023, per KoBold Metals
KoBold Metals. KoBold Metals.
We're looking to expand and diversify the supply of these BAIFR BT X2 2RI EIEEN, (HFATR
' : . Industry Average Industry Average
metals all over the world, but we're taking a totally different BT —Fh S5 AT [ S22 RRIHE | SRA1FG =
approach [from conventional mining companies]. Two-thirds e : S . ° o
of our team are software engineers or data scientists. 7 R TR EIER R,
- KoBold Metals Co-Founder & CEO Kurt House, 12/22 - KoBold Metals Bt& AR A\ E B HATE Kurt House, 12/22
KoBold’s Machine Prospector technology combines never before KoBold By Machine Prospector AR i ARA NEIEE 5%
used datasets with conventional geochemical, geophysical, & BRTHIER (V.22 HIERYFER i R RLE A e G H 2L BRI )
geological data in statistical association models to identify o e X B ’ X
prospects. KoBold’s technology accelerates exploration by HAIAT R, KoBold ByHA @I A R KX R IHEN R, il
efficiently screening large regions & makes our search more SRR A 7S S S R T =2 E A Y,
effective by identifying the most promising locations.
- KoBold Metals Website - KoBold Metals Website
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Physical World Al — Agricultural Modernization (Carbon Robotics) =

230K+ Acres Weeded / 100K+ Gallons of Glyphosate Prevented

Carbon Robotics Al-Driven Agricultural Modernization

The LaserWeeder leverages our sophisticated laserweeding
technology, driven by Al deep learning models and computer
vision software, to efficiently identify, target, and eliminate
weeds by zapping them at the meristem. The implement can
cover up to 2 acres per hour and shoot up to 200,000 weeds.

- Carbon Robotics Founder & CEO Paul Mikesell, 12/22

We learned from farmers that their biggest challenges
continue to be around labor and labor availability. If they
could, they would run everything 24/7. They would run
everything every minute of farming season to get as much
done as possible.

- Carbon Robotics Founder & CEO Paul Mikesell, 3/25

& 5 H b

Carbon Robotics Cumulative Fleet Acres
Weeded (K) — 1/23-5/25, per Carbon Robotics

e LaserWeeder FIFITRM IS HMOCKRE A, H AT IR

50 RE2F: ST BB IREN, I E 5 AU AT
o] HEFTHAS, WTTERCIAR, BRERTSRAEL, %R &/
S NI 2550k 2 SER L, FFRITERRZIA 200,000 FRAKEL,

o - Carbon Robotics 45 A3 CEO Paul Mikesell, 12/22

0® BATMAREIIRE T g2, Tl s R Pk A28 2
) TN IMFE S AT R, AR ATDARYIS, fibfil=2R
000 fi 24/7 IBATANE &S, WINREFMEFTE -2z
fIATE RS, DURAIREZHISE R T 1k,

- Carbon Robotics fill4a A& 4T E Paul Mikesell, 3/25

YRt 5L AT — £V I AL (Carbon Robotics) =230K+ JEmFREL / 100K+

Carbon Robotics AT #XaH A FAL,

Carbon Robotics B2HZEAREIM (FHEH) -

1/23-5/25, #dEFkE: Carbon Robotics
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Physical World Al — Intelligent Grazing (Halter) = V)RS AT — BREIAR (Halter) =+150% #3544 & 1

+150% Net-New Livestock Collars Contracted Y/Y Bl &z (F k)

Halter Al-Driven Intelligent Grazing Halter AL 3Xa)H & BERAN

Halter #rig Uil & R4 (K) -2023-2025%, %4

Halter Net New Collars Contracted (K) —
2023-2025*, per Halter PERJR Halter
We've seen firsthand the care and dedication ranchers have BATEIR BB T 45032 T H st fosh M 84 = R Fn Z= ik,
for their land and animals. We've also seen how agriculture, BAEEB R, XANEEE. BEENT — kR
one of the oldest and most vital industries, has yet to receive - e s \\ P o -
the full benefits of modern technology. This leaves enormous 3320 TEIMREBMS, X ORI EREICE m A 7= TNz
opportunity for ranchers to unlock greater productivity and HAT RS T T BRI,
sustainability across their operations.
We believe grazing management holds the key. Effective BATN NS R R REE, BRI IRENS B G Rt A
rotational grazing enables more efficient use of natural F B RS TE IR 7 4y IR R AE AR S B I ik A
resources and increased productivity, while also enhancing - ’
soil health and improving root structures to sequester more ARG, MMEFEZHR, BITOARRSET ATEN
carbon. We don't believe more productivity needs to come at PRI M A TR TR DA 537 3 R s f =5,
the cost of sustainability. We can do good for ranchers, and
the planet. . .
- Halter (as of 5/25) - Halter (as of 5/25)
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Outline Outline

® @ A AT b 20, ARt
(2 @) ALHF + SRR + BALHRIK = AiAT
rE
(3 (®) AIBRIHERAR / LT+ SR Token HIHEWTRRA T = HERERSR + JT & & & LT
(a) (@) ALEH + BA + THIK = AIFTRE
® ® AlKRTLERD = BESFINES + FRRL + DRI
(6) (&) Al SRRt FULRE = P + HfiEiK
)
@ Global Internet User Ramps Powered by Al from Get-Go = @ Global Internet User Ramps Powered by Al from Get-Go = FfITMAR
Growth We Have Not Seen Likes of Before UABORINE BN
8 8) Al 5TF&H = HSHY +
JRABLER)
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A TARAA L2 KB R B IERE / P7RIA4E, REMBY 26 1Z2A0 (SHFEAOR32%) ERAEY

the potential for the 2.6B (or 32% of the world’s population) that is not online to come online is increasing. ATAE MRS, X PO MBI AA i AT THAE,
These new users will start from scratch with Al functionality. Wow! C T co

Thanks to the rise in low-cost satellite-driven Internet connectivity / access,

HAXLEFRAF LT, ]I ARBEINRSENERE=, MIRMATEEF R — ¥

When these new users come online, they likely won’t be met by browsers and search bars.

o eyl startwith AL and i theltnative language. EAEAGNNEE, BT, SRR “DEk” FREEERSIETRASEN,
magiie g Irs) BPEIENCe B e Inere tar foesh | e ve ybng 2 5 AT DB, B — R oM R, it — MR R

a query into a search engine but instead talking to a machine that talks back.

Imagine skipping the traditional application layer entirely, with an agent-driven interface HMN— T ERARNEARYG, FANEERFPHNAMIES. ETXHEE, —PRIE
managing disparate tech platforms from one place while understanding AR E LR A T RE S IA R RS, TS ST Ah R, HEFEAN
users’ local language, context, and intent. An agent-first internet experience could upend -

existing tech hierarchies, disintermediating dominant platforms and redistributing value.
EXMIET, MRBAZMERBELAERHIA, MEFREHEREHIA

In this model, the winners wouldn’t be those who own the app, but those who own the interface.
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Global Internet Users =

Epic Growth Over Past Thirty-Three Years, per ITU

Global Internet Users =

Internet Users by World Region (B) — 1990-2022, per ITU

Sub-Saharan Africa

South Asia

North America
Middle East & North Africa

Latin America & Caribbean

Europe & Central Asia

East Asia & Pacific

Epic Growth Over Past Thirty-Three Years, per ITU

Internet Users by World Region (B) — 1990-2022, per ITU

Sub-Saharan Africa

South Asia

North America
Middle East & North Africa

Latin America & Caribbean

Europe & Central Asia

East Asia & Pacific
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Global Internet Penetration = EEFREERST I, SEREERE A2 = 5y 68%,

68% vs. 16% Nineteen Years Ago, per ITU i 19 FFiN 16%
Global Internet Penetration — 2005-2024, per ITU IR B KR - 2005-2024, fEEFREPESE T
68% 68%
160/° 160/0
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Global Internet Penetration by Region @ +70% = B X BRI SR @ +70% = FRea . + ez CAra AR 2 A iy

All Regions Except South Asia + Sub-Saharan Africa, per ITU A, BoEklE: R EECH

Regional Internet Penetration — 2005-2023, per ITU B XIBCE KW R — 2005-2023, BdfERiR: E bR
= North America = North America
Europe & Central Asia Europe & Central Asia
/ East Asia & Pacific / East Asia & Pacific
Middle East & North Africa Middle East & North Africa
Sub-Saharan Africa Sub-Saharan Africa
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Global Internet Penetration by Population Density =

83% of Urban Dwellers Online vs. 48% Rural

TZ N FERI o O BR BRI AR =83% AU & R 1E
2 vs. 48% HIRAY & R

Internet Penetration By Urban Status — 2019-2024, per ITU

72%

— 83%

48%

219, /

Internet Penetration By Urban Status — 2019-2024, per ITU

— 83%
72%

48%

219 /
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Global Internet Users @ 5.5B = Global Internet Users @ 5.5B =

+6% Y/Y & Accelerating, per ITU +6% Y/Y & Accelerating, per ITU

Global Internet Users (B) vs. Y/Y Growth — 2005-2024, per ITU Global Internet Users (B) vs. Y/Y Growth — 2005-2024, per ITU
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ChatGPT Mobile App @ 530MM MAUSs in Twenty-Three Months = ChatGPT s H @ 23 > HWIEE] 5.3 12 MAU = FATMAR WIS Hy2EK

Global Growth We Have Not Seen Likes Of Before KR

ChatGPT App Monthly Active Users (MAUs) (MM) — 5/23-4/25, per Sensor Tower ChatGPT App Monthly Active Users (MAUs) (MM) — 5/23-4/25, per Sensor Tower

Sub-Saharan Africa Sub-Saharan Africa

South Asia South Asia

North America North America

Middle East & North Africa Middle East & North Africa

Latin America & Caribbean Latin America & Caribbean

Europe & Central Asia Europe & Central Asia

East Asia & Pacific East Asia & Pacific
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ChatGPT Mobile App — Top User Countries = ChatGPT BaNH — RTHFPEZR / #ilX = FIE @ 14%... £E @ 9%...

India @ 14%...USA @ 9%...Indonesia @ 6%, per Sensor Tower ENEEETE @ 6%, #H#ERJf: Sensor Tower

H H 1 Hn v =1 = K 2 -
ChatGPT Mobile App Monthly Active Users (MM), Top 10 Countries — 5/23-4/25, ChatGPT Bz HATEEKHF (B ), #i 10 TMES / #ilX - 5/23-4/25, EdEKH:
per Sensor Tower Sensor Tower
% of Global Users % of Global Users
Country (4/25) Country (4/25)
Vietham 2.6% Vietnam 2.6%
France 2.9% France 2.9%
Germany 3.0% Germany 3.0%
Pakistan 3.0% Pakistan 3.0%
Egypt 3.9% Egypt 3.9%
Brazil 5.4% Brazil 5.4%
Indonesia 5.7% Indonesia 5.7%
USA 8.9% USA 8.9%
India 13.5% India 13.5%
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DeepSeek Mobile App @ 54MM MAUSs in Four Months = DeepSeek #aNH @ 54MM MAU PN A A = KL 7E A [E

Growth Concentrated in China (34% Users) & Russia (9%) (34% FHF) FfEZH (9% )

DeepSeek Mobile App Monthly Active Users (MAUs) (MM) — 1/25-4/25, DeepSeek #a W H ATEERH P (MAU) (MM) — 1/25-4/25, ##EKJH: Sensor
per Sensor Tower Tower
% of Global Users % of Global Users
Country (4/25) Country (4/25)
Others 36.2% Others 36.2%

cor cor
l Brazi A% B Brazi A%
Indonesia 3.5% Indonesia 3.5%
USA 4.4% USA 4.4%
India 6.9% India 6.9%
Russia 9.2% Russia 9.2%
China 33.9% China 33.9%

BOND Global Internet User Ramps Powered by Al from Get-Go = Growth We Have Not Seen Likes of Before 317 BOND EIRERN P EAN TR RERHEST R Puss K = BiFTARE B KOEE 317



New Internet User Growth = HTHE B P =
Enabled by Al + Satellites Al + TEIKG)
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Orbital / Satellite Launch Market Share, Global = PERENE | DELNTH0E =SpaceX g

SpaceX Rising

Orbital Launches by Year & Country — 1957-2025, TEAFTEZE | DX X7 BYBIE & SR EL — 1957-2025, £
per SpaceX, Space Stats & USA FAA KR : SpaceX . Space Stats #1 USA FAA
Cold War / Space Race Post-Cold War Commercial + National Cold War / Space Race Post-Cold War Commercial + National
(1957-1991) (1992-2007) Renaissance (1957-1991) (1992-2007) Renaissance
(2008-2024) | (2008-2024) |
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SpaceX Starlink @ 5MM+ Subscribers = SpaceX Starlink @ 5SMM+ 1T =+202

+202% Annual Growth Over 3.2 Years 3.2 ENERE KR

Starlink Global Number of Subscribers (MM) — 2021-2024, Starlink 2K & (H7) -2021-2024, 1R{E SpaceX A
per SpaceX Announcements
[ SpaceX: Announced 5MM+ [ SpaceX: Announced 5MM+
subscribers on X (2/25) subscribers on X (2/25)
0 0
s s
s s
s s
s s
s s
s s
s s
s s
s s
7 s
s s
s s
s s
- - B - - B
o= o~
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SpaceX Starlink Ecosystem = SpaceX Starlink &SRSt = B
Coverage Expanding Globally IO B e BRY E

Starlink Global Coverage — 5/25, per SpaceX Starlink 2K E70HE - 5/25, >KH SpaceX

STARLINK RESIDENTIAL . ROAM STARLINK RESIDENTIAL ROAM

AVAILABILITY @ AVAILABLE WAITLIST COMINGSOON (D AVAILABILITY @ AVAILABLE WAITLIST COMING SOON (7))
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Starlink =

Unlocking Previously-Inaccessible Internet Access in Al Era

Select Global Starlink Use Cases — 4/25, per SpaceX

Coco, Monterrey, Mexico

Starlink's technology has enabled
Coco's operations, delivering high-
speed, reliable internet that bridges

the digital divide in rural Mexico.

Through our streamlined community
WiFi services, we're not just offering
connectivity, we're opening a window
to the world for hundreds in remote
areas. With Starlink, we've boosted
connection speeds and efficiency,
transforming disconnected regions
into digitally engaged communities.

Chile School District

[Our] school went from slow,
ineffective connectivity for even 2-3
computer stations, to having high-
speed internet where all 36 of our
children can have effective internet
connectivity simultaneously...a class-
changing event for our teachers and
students.

Brightline Trains, USA

Starlink gave us the new beginning
we were looking for. It gave us
connectivity we can be proud to
share with our guests. It gave us the
knowledge we needed to continue to
build better train connectivity beyond
the satellite [internet] itself...and,
most of all, it gave us a new
beginning for train enthusiasts to get
excited about because it is doable, it
is maintainable, [and] it is as exciting
as it seems.

Seaspan Corporation,
Global

Deploying SpaceX Starlink's low Earth
orbit, low-latency, high bandwidth
service across our fleet is a major

milestone in addressing connectivity
challenges in an industry with a global
and mobile workforce. It allows us to
treat our vessels no differently than
remote offices, supporting crew safety
and wellness — and it enables us to
develop new solutions that were
technically and financially unviable
just a few years ago.

Starlink =

Unlocking Previously-Inaccessible Internet Access in Al Era

EREEK Starlink HHZEMI - 4/25, fRYE SpaceX

Coco, Monterrey, Mexico

Starlink's technology has enabled
Coco's operations, delivering high-
speed, reliable internet that bridges

the digital divide in rural Mexico.

Through our streamlined community
WiFi services, we're not just offering
connectivity, we're opening a window
to the world for hundreds in remote
areas. With Starlink, we've boosted
connection speeds and efficiency,
transforming disconnected regions
into digitally engaged communities.

Chile School District

[Our] school went from slow,
ineffective connectivity for even 2-3
computer stations, to having high-
speed internet where all 36 of our
children can have effective internet
connectivity simultaneously...a class-
changing event for our teachers and
students.

Brightline Trains, USA

Starlink gave us the new beginning
we were looking for. It gave us
connectivity we can be proud to
share with our guests. It gave us the
knowledge we needed to continue to
build better train connectivity beyond
the satellite [internet] itself...and,
most of all, it gave us a new
beginning for train enthusiasts to get
excited about because it is doable, it
is maintainable, [and] it is as exciting
as it seems.

Seaspan Corporation,
Global

Deploying SpaceX Starlink's low Earth
orbit, low-latency, high bandwidth
service across our fleet is a major

milestone in addressing connectivity
challenges in an industry with a global
and mobile workforce. It allows us to
treat our vessels no differently than
remote offices, supporting crew safety
and wellness — and it enables us to
develop new solutions that were
technically and financially unviable
just a few years ago.
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Al is foundationally changing the way we work. Alongside growth in physical automation (think adoption of robots and drones),
we are now also seeing the rise of cognitive automation, where Al systems can reason, create, and solve problems.
The ramifications are widespread.

The pace of improvement in Al's cognitive ability is astounding.

In the three years since ChatGPT’s 11/22 public launch, we've gone from the reasoning capabilities of a high school student
to those of a PhD candidate. Professions centered on intaking large bodies of structured, historical data and
outputting rules-based decisions and judgement, fall squarely in the core competency of generative Al.

In this emerging landscape, a unit of labor could shift from human hours to computational power.

Data centers and foundation models — in many instances — could dictate the availability and quality of certain types of labor.

As a result, some tout an 'agentic future' where Al agents replace humans in many white-collar jobs.
Although possible, history and pattern recognition suggest the role of humans is enduring and compelling. Technology-forward

leaps have typically driven productivity and efficiency gains and more — but new — jobs. That said, this time it's happening faster.

In an extreme, entirely agentic future, humans maintain a role in the system, pivoting towards oversight, guidance, and training.
Imagine facilities filled with humans teaching robots intricate movements or offices full of workers providing
reinforcement learning* human feedback (RLHF) to optimize algorithms. This is not conjecture.

Companies like Physical Intelligence and Scale Al, respectively, are
building powerful businesses based on this view of the world.

The idea of the human workforce re-configured to teach and refine machines as a primary function might sound dystopic.
But it's worth remembering historical parallels. Fifty years ago, this prospect of rows of cubicles and uniformed office workers
sitting quietly in front of LED computers ten hours a day likely sounded equally dystopic. Yet here we are.

Technology has constantly redefined and evolved the nature of work and productivity...Al is no different.

*Reinforcement Learning = An ML approach where agents learn by receiving rewards or penalties for actions.
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Al Impact on Business = AT XESFRYsZM = Z2484L

Diverse & Broad HI =z

Industries That Could Be Affected by Al, per NVIDIA NVIDIA A JyrIRESZE AT sZ2Mafg4 7k
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Al In Workforce — Shopify =

Al In Workforce — Shopify = R AT HE A T4 g 94 A ILE E

Reflexive Al Usage Is Now a Baseline Expectation...

) shopify

We are entering a time where more merchants and entrepreneurs could be created than any other in history.
We often talk about bringing down the complexity curve to allow more people to choose this as a career.
Each step along the entrepreneurial path is rife with decisions requiring skill, judgement and knowledge.

Having Al alongside the journey and increasingly doing not just the consultation,
but also doing the work for our merchants is a mind-blowing step function change here.

Our task here at Shopify is to make our software unquestionably the best canvas on which to develop
the best businesses of the future. We do this by keeping everyone cutting edge and bringing all the best tools
to bear so our merchants can be more successful than they themselves used to imagine.

For that we need to be absolutely ahead.

Reflexive Al usage is now a baseline expectation at Shopify.

Maybe you are already there and find this memo puzzling. In that case you already use Al as a thought partner,
deep researcher, critic, tutor, or pair programmer. | use it all the time, but even | feel I'm only scratching the surface.
It’s the most rapid shift to how work is done that I've seen in my career...

...Using Al effectively is now a fundamental expectation of everyone at Shopify.
It's a tool of all trades today, and will only grow in importance. Frankly, | don't think it's feasible to opt out of learning the skill of
applying Al in your craft; you are welcome to try, but | want to be honest | cannot see this working out today,
and definitely not tomorrow.
Stagnation is almost certain, and stagnation is slow-motion failure. If you're not climbing, you're sliding...

Shopify Co-Founder & CEO Tobias Litke in Internal Memo on Al — 3/25
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...Al In Workforce — Duolingo =

Duolingo Is Going to be Al-First

...Al In Workforce — Duolingo =
Duolingo Is Going to be Al-First

&, duolingo

I've said this in Q&As and many meetings, but | want to make it official: Duolingo is going to be Al-first.

Al is already changing how work gets done. It’s not a question of if or when. It’s happening now. When there’s a shift this
big, the worst thing you can do is wait. In 2012, we bet on mobile. While others were focused on mobile companion apps
for websites, we decided to build mobile-first because we saw it was the future. That decision helped us win the 2013
iPhone App of the Year and unlocked the organic word-of-mouth growth that followed...

...Al isn’t just a productivity boost. It helps us get closer to our mission. To teach well, we need to create a massive
amount of content, and doing that manually doesn’t scale. One of the best decisions we made recently was replacing a
slow, manual content creation process with one powered by Al. Without Al, it would take us decades to scale our content
to more learners. We owe it to our learners to get them this content ASAP...

...Being Al-first means we will need to rethink much of how we work. Making minor tweaks to systems designed for
humans won't get us there...We can’t wait until the technology is 100% perfect. We’d rather move with urgency and take
occasional small hits on quality than move slowly and miss the moment.

We'll be rolling out a few constructive constraints to help guide this shift...:
...Al use will be part of what we look for in hiring
« Al use will be part of what we evaluate in performance reviews
Headcount will only be given if a team cannot automate more of their work
« Most functions will have specific initiatives to fundamentally change how they work...

Duolingo Co-Founder & CEO Luis von Ahn in All-Hands Memo on Al — 4/25
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Al Adoption @ USA Firms =

Rising...

% of USA Firms Using Al — 3/25, per USA Census Bureau & Goldman Sachs Research
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Al Adoption @ USA Firms =
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...Al Adoption @ USA Firms =

+21% Q/Q @ ~7% of Companies (Q1:25)

Change in % of USA Firms Using Al — Q4:24-Q1:25,
per USA Census Bureau & Goldman Sachs Research
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...Al Adoption @ USA Firms =
+21% Q/Q @ ~7% of Companies (Q1:25)
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Al Impact on Workforce = Al XN = B RA AT SRR &SAErT)

Employers Adopting Al to Drive Productivity Improvements

Objectives of Corporate Al / LLM Initiatives — Q3:23-Q3:24, {2k AT/ LLM R BEAR = Q3:23-Q3:24, H3EXRJE: Morgan
per Morgan Stanley & AlphaWise Stanley & AlphaWise

)
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Al Impact on Workforce = AT N57ah1Hs2NE = HirdHts HAT s Sond -

Seeing Productivity Gains, per Stanford HAI VALi~vAN

Impacts of Al on Worker Productivity — 4/23, per Stanford HAI AT XN TNAEF= RN — 4/23, HHAE HAT i
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Employment Evolution — 1/18-4/25 = Employment Evolution — 1/18-4/25 =

Al Job Postings +448% Over 7 Years While Non-Al IT Jobs -9% Al Job Postings +448% Over 7 Years While Non-Al IT Jobs -9%
Change in USA Al & Non-Al IT Job Postings — 1/18-4/25, EE AT FAE AT IT B R AT YR — 1/18-4/25, KR : SH
per University of Maryland & LinkUp 2 KA1 LinkUp
/ANl -“‘ A o~ /Al -“‘ ~ S
V \—~ NV V \ NV
= USA Al Job Postings (All) === USA Non-Al IT Job Postings = USA Al Job Postings (All) === USA Non-Al IT Job Postings
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Employment Evolution — Q2:22-Q2:24 = Employment Evolution — Q2:22-Q2:24 =

Al-Related Job Titles +200% Over Two Years Al-Related Job Titles +200% Over Two Years
Cumulative # of New Global Job Titles With Al Terms Newly-Added — Q2:22-Q2:24, Cumulative # of New Global Job Titles With Al Terms Newly-Added — Q2:22-Q2:24,
per Zoominfo per Zoominfo
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Employment Evolution — Apple =

600+ Openings for Generative Al Jobs

Apple Job Postings Related to ‘Generative Al’ — 5/25

Careers at Apple

Refine by

Location

Keyword

Teams

Products and Services

Language Skills

Find your perfect role.

U I cenerative 1 |

United States. @

G600+ Result(s)

Generative Al Quality Engineer
Software and Services
Apr 17, 2075

Generative Al Engineer - Health
Sensing
Hardware

Generative Al Engineer - Health
Hardware
Apr 30, 2075

Machine Learning Research
Engineer, Generative Al
Software and Services

Senior Applied ML Scientist,
Generative Al
Software and Services

Cuperting

Cuperfing

Cupertino

Cupertino

Seattle

i by: Relevance

Example job description:

As a member of the team you will be responsible
for bringing innovative ideas and applying
modern machine learning methods to solve
problems that matter. From ideation to
productization, you will participate in the full
development cycle of core technologies,
including handwriting and text recognition,
handwriting synthesis, document understanding,
freeform drawing recognition and generation.
The ideal candidate should have experience in
computer vision, speech recognition, deep
learning, and/or other applications of machine
learning systems.
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Careers at Apple

Refine by

Location

Keyword

Teams

Products and Services

Language Skills

Find your perfect role.

U I cenerative 1 |

United States. @

G600+ Result(s)

Generative Al Quality Engineer
Software and Services
Apr 17, 2075

Generative Al Engineer - Health
Sensing
Hardware

Generative Al Engineer - Health
Hardware
Apr 30, 2075

Machine Learning Research
Engineer, Generative Al
Software and Services

Senior Applied ML Scientist,
Generative Al
Software and Services

| 1 ' ;..;.._r.
i by: Relevance

Cuperting

Cuperfing

Cupertino

Cupertino
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USA Labor Productivity = : =R = L AL EEFSHIE KRN &£

Has Happened Alongside Job Growth Over Seventy-Seven Years

Relative Change in USA Non-Farm Employment & Labor Productivity — 1947-2024, Relative Change in USA Non-Farm Employment & Labor Productivity — 1947-2024,
per Federal Reserve Bank of St. Louis per Federal Reserve Bank of St. Louis
———— 489% since 2000 ———— 489% since 2000

__________________________________________________________________________________________________________________________________________________________________________________________________________________________

—> +31% since 2000

—> +31% since 2000

Technology Minicon:spr::ter / PC Desktogr:‘nternet MobiltleE ::llternet I;:Ia Technology Minicon:spr::ter / PC Desktogr:‘nternet MobiltleE ::llternet I;:Ia
Cycles (1981-1994) (1995-2006) (2007-2021) (2022+) Cycles (1981-1994) (1995-2006) (2007-2021) (2022+)
== USA Nonfarm Labor Productivity =~ === USA Nonfarm Employment == USA Nonfarm Labor Productivity =~ === USA Nonfarm Employment
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Al In Workforce — NVIDIA =

You'’re Not Going to Lose...Your Job to an Al...[But] to Somebody Who Uses Al

Al In Workforce — NVIDIA = fRAcEA A TE Rk £ TIE
TERNAMAETIF

[ ] BAERAA

All of you have heard a lot about [Al] job displacement. Every job will be affected. Some jobs will be lost,
some jobs will be created, but every job will be affected. And immediately it is unquestionable,
you're not going to lose a job — your job to an Al, but you're going to lose your job to somebody who uses Al...

...But let me give you the two extremes that you might want to consider as well.
Computer technology, computer science has benefited about 30 million people.
There are about 30 million people in the world who know how to program and use this technology to its extreme...

...The other eight, seven and a half billion people don't. I'll put on the table that, in fact,
artificial intelligence is the greatest opportunity for us to close the technology divide.
And let me prove it to you. You know, if we just look in this room, it's very unlikely that more than a handful of people
know how to program with C++, and an equal number know how to program in C. And yet, 100 percent of you know
how to program in Al. And the reason for that is because the Al will speak whatever language you wanted to speak...

...The number of people who are using ChatGPT and Gemini Pro and these Als kind of
demonstrate that, in fact, this is one of the easiest to use technologies in history...

... The other extreme that | will say is that, remember, we're — we have a shortage of labor.
We have a shortage of workers.
We don't have an abundance of workers. We have a shortage of and for the very first time in history,
we actually have — we can imagine the opportunity to close that gap to put 30-40 million workers back into the workforce
that otherwise the world doesn't have. And so you could argue that artificial intelligence is probably our best
way to increase the GDP, the global GDP, and so those are two other ways to look at it.
In the meantime, | would recommend 100% of everybody you know take advantage of Al and
don't be that person who ignores this technology.

NVIDIA Co-Founder & CEO Jensen Huang @ Milken Institute Global Conference — 5/25

All of you have heard a lot about [Al] job displacement. Every job will be affected. Some jobs will be lost,
some jobs will be created, but every job will be affected. And immediately it is unquestionable,
you're not going to lose a job — your job to an Al, but you're going to lose your job to somebody who uses Al...
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...The other extreme that | will say is that, remember, we're — we have a shortage of labor.
We have a shortage of workers.
We don't have an abundance of workers. We have a shortage of and for the very first time in history,
we actually have — we can imagine the opportunity to close that gap to put 30-40 million workers back into the workforce
that otherwise the world doesn't have. And so you could argue that artificial intelligence is probably our best
way to increase the GDP, the global GDP, and so those are two other ways to look at it.
In the meantime, | would recommend 100% of everybody you know take advantage of Al and
don't be that person who ignores this technology.

NVIDIA BEEBIEE A\ EEHUTE EC @ Milken Institute 2B — 5/25
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Summary...

Summary...

Imagine, for a moment, how different your next week would look if there were no internet. Every facet of modern life —
how we work, how we communicate, how we govern, and more — would likely be turned on its head. The internet
has been woven into so many facets of life, big and small, that — for many — it is difficult to imagine a world without it.

In the next decade or two, imagining a world without Al will likely feel the same.

Artificial intelligence is reshaping the modern landscape at breakneck speed. What began as research has scaled into emerging
core infrastructure across industries — powering everything from customer support to software development, scientific discovery,
education, and manufacturing. This document has aimed to map the pace and breadth of Al's expansion, with particular focus
on usage trends, cost dynamics, infrastructure buildout, and early monetization models.

The through-line is clear: Al is accelerating, touching more domains, and becoming more embedded in how work gets done.

Catalyzing this growth is the global availability of easy-to-use multimodal Al tools (like ChatGPT) on pervasive mobile devices,
augmented by a steep decline in inference costs and an explosion in model availability. Both closed and open-source tools are
now widely accessible and increasingly capable, enabling solo developers, startups, and enterprises alike to experiment and
deploy with minimal friction. Meanwhile, large tech incumbents are weaving Al deeper into their products — rolling out copilots,
assistants, and even agents that reframe how users engage with technology. Whether through embedded intelligence in SaaS
or agentic workflows in consumer apps, the interface layer is being rewritten in real time.

On the compute side, investment continues to scale dramatically. Capital expenditures across major cloud providers,
chipmakers, and hyperscalers have hit new highs, driven by the race to enable real-time, high-volume inference at scale. The
investment is not just in chips, but also in new data centers, networking infrastructure, and energy systems to support growing

demand. Whether this level of capital expenditure persists remains to be seen, but as Al moves closer to the edge — in vehicles,
farms, labs, and homes — the distinction between digital and physical infrastructure continues to blur.

The global race to build and deploy frontier Al systems is increasingly defined by the strategic rivalry between the United States
and China. While USA companies have led the charge in model innovation, custom silicon, and cloud-scale deployment to-date,
China is advancing quickly in open-source development, national infrastructure, and state-backed coordination.

Both nations view Al not only as an economic tailwind but also as a lever of geopolitical influence.

These competing Al ecosystems are amplifying the urgency for sovereignty, security, and speed...
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..Summary

...Summary

...In this environment, innovation is not just a business advantage; it is national posture.

As Microsoft Vice Chair and President Brad Smith recently noted,

Given the nature of technology markets and their potential network effects, this race between the U.S. and China for
international influence likely will be won by the fastest first mover. Hence, the United States needs a smart international
strategy to rapidly support American Al around the world...

...The Chinese wisely recognize that if a country standardizes on China’s Al platform, it likely will continue to rely on that
platform in the future. The best response for the United States is not to complain about the competition but to ensure we win
the race ahead. This will require that we move quickly and effectively to promote American Al as a superior alternative.
And it will need the involvement and support of American allies and friends.

Lastly, Al is changing how we interact with the world around us. With affordable satellite connectivity expanding access to
remote and underserved regions, the next wave of internet users will likely come online through Al-native experiences —
skipping traditional app ecosystems and jumping straight into conversational, multimodal agents.

Similarly, Al uptake is accelerating in the workplace and has the potential to shape how people spend the
one third of their lives at work. As usage patterns evolve and unit costs decline, we may be witnessing the
early stages of an internet where intelligence is the default interface — accessible, contextual, and increasingly personal.

This is all amplified by the growing flow and transparency of information and capital —
and the increasing examples of weaponization.

It comes at a time when global powers are more openly asserting autocracy-versus-democracy agendas.
As technology and geopolitics increasingly intertwine, uncertainty is rising.

One thing is certain — it's gametime for Al, and it's only getting more intense...
and the genie is not going back in the bottle.
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BOND is a global technology investment firm that supports visionary founders throughout their entire life cycle of innovation
and growth. BOND's founding partners have backed industry pioneers including Airbnb, AlphaSense, Applied Intuition, Canva,
DocuSign, DoorDash, KoBold Metals, Meta (Facebook), Instacart, Peloton, Plaid, Revolut, Slack, Spotify, Square,
Stripe, Twitter, Uber, & VAST Data.

This document, including the information contained herein, has been compiled for informational purposes only & does not
constitute an offer to sell or a solicitation of an offer to purchase any security. Such offer or solicitation shall only be
made pursuant to offering documents related to such security, if any.

The document relies on data + insights from a wide range of sources, including public + private companies, market research
firms + government agencies. We cite specific sources where data is public; the document is also informed by non-public
information + insights. We disclaim any + all warranties, express or implied, with respect to the document.

We do not take a view on the relative veracity of data sources or inconsistencies expressed or implied therefrom.
No document content should be construed as professional advice of any kind (including legal or investment advice).

We may post updates, revisions, or clarifications of this document on BOND’s website (www.bondcap.com).

BOND owns or has owned significant equity positions in certain of the companies referenced in this document.
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